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Letter from the Editor-in-Chief

Volume 4: A Publishing Year of Firsts

W ith the publication of Volume 4, Proceedings
of Manitoba’s Undergraduate Science and En-
gineering Research ( pmuser ) marks a number
of firsts. With an expanded editorial board en-

compassing the breadth of the scope of pmuser , we’re de-
lighted to sharewith you the largest volume in our seven-year
history.

This volume includes two issues, not only the regularly
published issue 1 of student research and review papers but
also anAgriculture Special Issue devoted to highlighting stu-
dent successes and research accomplishments in the Faculty
of Agricultural and Food Sciences. In future publishing
years, we hope to have a special issue for each of the faculties
and areas of study that pmuser ’s scope encompasses.

The year 2018 also sees the inaugural cover-art contest.
The winning image,Anabasis by Evan Tremblay, is featured
on the cover of this issue (Volume 4, Issue 1), and the runner-
up, submitted byChloéWarret Rodrigues, is featured on the
Table of Contents of this issue. We also proudly announce
that Michelle Wuzinski is the winner of the Volume 4 Best
Paper Award!

With the publication ofVolume4, pmuserhas embraced
the “Manitoba” in our name. For the first time we have re-
ceived and are publishing submissions fromoutside theUni-
versity of Manitoba. Two articles have come from Brandon
University and an invited submission from students in the
Interlake School Division. We look forward to continuing
these relationships and to building awareness of the oppor-
tunities that pmuser offers students through all of Mani-
toba’s degree-granting institutions.

Also this year, pmuser :
• is publishing poster abstracts and titles in Issue 1,

• is publishing online-only supplementary information
for an article, and

• developed a University of Manitoba Co-Curricular
Record (CCR) approved peer-review workshop.

The workshop provides students with, very often, a first
exposure to peer-review, what is expected of the reviewers in
the publishing process, and is a fantastic opportunity for all
students to gain insight into scientific publishing that they
may not otherwise have.

Workshop participants were enthusiastic about the
workshop andmaterial presented. Their feedbackwill surely
make it even more valuable in 2019!

Inside this issue, the research published covers many
facets of science and engineering. Research that I am par-
ticularly excited to publish in this issue includes the effect of
repeat space-exposure on tomato seeds, perceptions of un-
derrepresentation of women in stem fields, revised submis-
sions from class review papers of “The Chordates” class in
the Department of Biological Sciences, and the entirety of
undergraduate summer and honours research contained in
this large volume.

After reading the issue, I urge you to attempt the puzzle
included on the final page. Following a traditional logic grid
puzzle style, it is entirely informed by the particular articles
published in pmuser ’s Volume 4 Issue 1. It is sure to be no
small feat of mental maneuverings; we look forward to con-
gratulating successful solvers!

Good luck!

Thanks for reading,

Matthew J. D. Doering
PMUSER Editor-in-Chief

Frontiers of Undergraduate Research
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Student Profile

Undergraduate Student Fights Against Epidemic of Heart Disease in Canada

F ourth-year biochemistry student Matthew Stecy
completed his Honours project and gave his final
presentation April 7, 2018. His research project, en-
titled Regulation of Scleraxis by microRNA investi-

gated whether the production of the protein scleraxis, which
promotes the development of cardiac fibrosis, can be inhib-
ited in live mouse cells.

“Learning hands-on how the whole [research] process
works has been really valuable for my own personal devel-
opment. Pursuing a career in medicine, I think it’s really im-
portant to understand the fundamentals. There’s so much
new research coming out and I think it’s really important for
physicians to keep up to date,” Stecy said.

Cardiac fibrosis is a heart condition whereby fibroblast
cells in the heart overproduce extracellular matrix (ECM)
proteins. ECM proteins normally help give structure to tis-
sues of the heart, butwhen overproduced, as in cardiac fibro-
sis, the tissues of the heart thicken beyond normal and make
it difficult to pump blood. This overaccumulation of ECM,
over time, not only leaves the tissues rigid but it also leaves
the heart exhausted from being overworked.

Stecy started working in the laboratory of Dr. Michael
Czubryt, molecular pathophysiology professor at the U of
M Department of Physiology and Pathophysiology. Dr.
Czubryt’s lab, at the St. Boniface Hospital Albrechtsen Re-
search Centre, studies how genes influence heart diseases.
With the aid of sophisticated technologies, they study the
genes that may be involved in normal and abnormal heart
conditions. Dr. Czubryt and his team were the first to iden-
tify the scleraxis protein as an activator of the production
of the ECM protein collagen whose overproduction con-
tributes to cardiac fibrosis.

“I love that [Dr. Czubryt] is doing research that has prac-
tical applications that relate to the human body,” said Stecy
on why he chose his research topic. “I relate much better to
humans and diseases, and that’s what interested me.”

Taking advantage of the current knowledge of how mi-
croRNAs regulate messenger RNAs, Stecy’s research tested
the interaction betweenmiRNA-7087 and scleraxis. He also
wanted to see whether the production of scleraxis messenger
RNAs and scleraxis protein can be inhibited in live mouse
cells. While previous studies have investigated the role ofmi-
croRNA andmessenger RNAs in cardiac fibrosis, the role of
miRNA-7087 in regulating scleraxis had yet to be, until now.
In silicomathematical models were used to decide whichmi-
croRNA to choose, from a pre-existing database of microR-
NAs of possible regulators of scleraxis.

“We used three different programs, and they all identi-
fied miRNA-7087 as the front runner, and so it was a pretty
obvious choice to investigate how it works,” Stecy explained.

For undergraduate students, the prospect of starting and
successfully completing a research project is often daunting.
But students must realize that they will be working in the
context of a much larger project, and under the guidance
of mentors who provide tremendous support all the way
through.

“Reach out to people [whose research] you’re interested
in,” is Stecy’s advice to students who might be interested in
research. “Principal investigators and researchers on campus
are typically really open to having students work for them.
They love people who are interested in what they do.” He
said students should not only go into labs for the experience,
but also to find research that they are genuinely interested in.

Undergraduate students receive invaluable mentorship
through working under senior researchers and principal in-
vestigators, but graduate students often also play a role in this
mentorship experience. Matthewpointed out that PhD can-
didate Raghu Sundaresan, although not his principal inves-
tigator, was “instrumental” in the success of his project.

“I was really lucky to have awesome graduate students to
teach me things,” stated Matthew as he recounted the bene-
fits he gained from the research experience at Dr. Czubryt’s
lab, starting last summer. “I would watch and learn, slowly
becoming independent and helping with the graduate stu-
dents’ experiments.”

The biggest challenge, for Stecy, was working with the
NIH-3T3 mouse cell line because they were easily infected
with foreign materials and had to be kept sterile at all times,
using meticulous aseptic techniques.

“One little slip-up can lead to aweek or two’swork down
the drain,” he added. He acknowledged that his undergrad-
uate microbiology courses gave him the foundation for that
good technique. “The techniques I learned in those [micro-
biology, biochemistry, and organic chemistry] labs were re-
ally helpful.”

“Regardless of what I end up doing next year, I hope to
continue in research.” Speaking generally about the advan-
tages he gained through his research experience, and his fu-
ture plans, Stecy said, “Having this experience — learning
how to read and analyze papers, learning how statistics work,
and whether you can trust the methods — are all important
for where I want to go with my career.”

— David Zirangey
Originally published at pmuserjournal.wordpress.com
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Tackling Multidrug-Resistant Bacteria Through Novel Approaches

W hile some students quickly learn that research
might not quite be the path for them, many
others get a solid conviction that they are on
the right track.

After completing his honours research project, fourth-
year U of M Chemistry student Liam Berry has decided re-
search is the career path for him.

Berry’s work with Prof. Frank Schweizer, faculty mem-
ber in the Departments of Chemistry and Medical Micro-
biology & Infectious Diseases, focused on the development
and evaluation of novel antimicrobials against multidrug-
resistant bacteria. The Schweizer group specializes in organic
and medicinal chemistry.

“Last year in America, a woman died from a bacterial
infection that was resistant to every class of antibiotic,” said
Berry, referring to the widely-covered 2017 case of a Nevada
woman who died from a multidrug-resistant bacterial infec-
tion after treatment with 26 different antibiotics.

The first case of antibiotic resistance was reported in
1940 when an E. coli strain was observed to deactivate peni-
cillin by producing an enzyme called penicillinase. This hap-
pened a little over a decade after penicillin was discovered in
1928. The discovery of penicillin revolutionized medicine
and benefited humanity in immeasurable ways, and diverse
antimicrobials have been discovered since. However, mi-
crobes have been shown to continuously adapt resistance
mechanisms to hinder the action of these antimicrobials.

The development of new antimicrobials is currently un-
able to keep pace in the evolutionary arms race between hu-
mans and disease-causing microbes.

Antimicrobial resistance (AMR) is a growing public
health concern across the globe. AMR-related deaths world-
wide were estimated at 700,000 per year as of 2014, and will
reach an estimated 10 million by the year 2050 if necessary
actions are not taken. The increased frequency of AMR in-
fection cases suggests we are approaching a “post-antibiotic
era” where commonmicrobial infections that were once eas-
ily treated may now cause mortality. “Superbugs” may be-
come more than just a buzzword.

Different antibiotics have differentmethods of penetrat-
ing the protective membranes of bacteria. Berry’s project fo-
cused on two modes of cell entry. One type of antibiotic
— pore invaders — combats gram negative bacteria by in-
hibiting DNA synthesis, which requires it to enter the bac-
terial cell. It enters the cell through tiny pores that can be
found in the protective membrane of the bacteria. Fluoro-
quinolones are a family of antibiotics that use this mode of
action. Cationic antimicrobial peptides—membrane desta-

bilizers — are another family of antibiotics, which combat
bacteria by destabilizing the chemical structure of the pro-
tective outer membrane. Once the structure is destabilized,
these antibiotics are then able to penetrate the membrane.

Levofloxacin is a clinically used pore invader, and Col-
istin is a type of membrane destabilizer. Liam’s research
goal was to determine whether these two modes of cell en-
try could be combined in a single antibiotic, while retaining
the original modes of action.

The Schweizer lab has successfully made twelve differ-
ent derivatives of the pore invading antibiotic and tweaked
each by adding various parts of the membrane destabilizing
molecule. They expected that the resulting hybrid antibiotic
may have “dual action” because it will be able to enter the
bacteria through pores, as well as by destabilizing the bacte-
rial protective membrane, increasing the amount of antibi-
otic able to enter the cell.

They tested these twelve hybrids against five different
bacterial species, but none of them were effective antibiotics
on their own.

One of the primary ways that bacteria develop resistance
is by expelling antibiotics as they enter the cell. Colistin is
not susceptible to expulsion (efflux), so further research at
the Schweizer lab will explore whether the hybrid antibiotics
can avoid a similar fate orprevent other currentlyused antibi-
otics from being expelled. The results of this next phase will
determinewhether the antibiotic hybrids they developed can
overcome bacterial resistance, and whether they can be used
in combination with other antibiotics.

“This whole process taught me how to be productive,”
said Berry who took a full course load with his research.

“It probably would scare some people, but I think peo-
ple should do things that scare them sometimes. It is a good
learning experience,” he added, acknowledging the personal
transformation that he has experienced through the disci-
pline and dedication that his research project demanded.

Berry gave his final project presentation onApril 7, 2018.
He was runner-up in the biochemistry oral presentations
of the Western Canadian Undergraduate Chemistry Con-
ference (wcucc) held at the University of Winnipeg from
April 30 toMay 3, 2018. He also won third place at the inau-
gural Manitoba Chemistry Symposium in May 2018 at the
University ofWinnipeg, where he represented the Schweizer
group in the undergraduate oral presentation. Berry has de-
cided to put off medical school to pursue a master’s program
once he completes his undergraduate degree.

— David Zirangey
Originally published at pmuserjournal.wordpress.com
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Is the Migration of Manitoba’s Purple Martin Population Mistimed with Prey Emergence?

F inal year ecology and environmental biology hon-
ours student Ellyne Geurts has loved birds since she
was a child. After learning about avian diversity as an
eight-year-old she started to see and recognize bird

species everywhere. It wasn’t long before she began bird
watching and keeping a bird observation list as a hobby.

Having always wanted to work with bird conservation,
she was thrilled when the opportunity arose to study pur-
ple martins (Progne subis) and investigate a proposed mecha-
nism for their population decline — “ecological mismatch”.

“When my supervisor, Dr. Kevin Fraser, suggested the
idea of ecological mismatch with his study species, pur-
ple martins and their prey odonates (dragonflies and dam-
selflies), I was excited to work on this project.”

Purple martins are a migrant bird species that travel
thousands of miles every year to their overwintering sites in
South America and back to North America for the summer.
The martins are one of the fast-declining aerial insectivores in
North America, but, like other aerial insectivores, the decline
is poorly understood.

“I wanted to know if the timing of purple martin breed-
ing in relation to the timing of peak odonate abundance af-
fected martin breeding success such as average nestling mass
or number of fledged young,” Geurts said.

“Ecological mismatch has been proposed because more
northern regions of the globe generally experience more sea-
sonality and temperatures are increasing more rapidly in the
north with climate change,” she explained.

Insectivores may be at risk of mismatch given that they
are generally slower than their prey in responding to changes
such as earlier springs. And if these species breed in more
northern latitudes like the Manitoban purple martin popu-
lations do, they may be at even greater risk of population de-
cline given that they have relatively short summers to arrive,
adjust to the environment, feed, breed, and reach maturity.

As timing of ideal weather conditions is changing yearly,
time of odonate emergence and time of arrival of martins
from the south may be mismatched, possibly leading to mis-
alignment between the purple martins’ peak breeding time,
coinciding with high energetic needs, and prey abundance.

“We stayed up all night after having done fieldwork
during the day, catching and banding birds until sunrise,”
Geurts described as a memorable moment  — alongside de-
signing and making of her own dragonfly traps.

Over the summer she would go out to the field to mon-
itor nests and band adult martins for migration studies.

To test the ecological mismatch hypothesis she measured
whether there was asynchrony between purple martins’ peak
breeding time and their prey odonate abundance. But she
also needed to measure whether the level of asynchrony, if
any was observed, had any relationship to the purple martin
reproductive success.

Once the adult martins were caught, their morphome-
tric measurements were taken and then they were either
tagged with GPS or with archival light-level geolocators. The
GPS and geolocators were used to monitor the bird migra-
tion as part of the “Hemisphere to Hemisphere (H2H)” and
“migratory connectivity” projects the ABC lab runs.

Martin nestlings and their parents were counted and
summed up to estimate the population size. A total of 56
nests were observed every 2 to 3 days to determine number
of fledglings per brood and the average brood mass. These
measures helped determine the reproductive success of the
martins in the Winnipeg, Manitoba region for the year 2017.

Geurts’s results showed that there was some asynchrony
between the timing of peak abundance of odonates and the
timing of peak energetic demand of the purple martins. The
timing of peak abundance of odonates was on July 7, 2017
— not too far off from the timing of peak energetic demand
of the purple martins, on July 3 and July 15.

“Number of fledglings and average nestling mass [re-
productive success] were not related to the degree of syn-
chrony between timing of peak odonate abundance and mar-
tin breeding,” she concluded.

These results spelled good news because it meant that an
ecological mismatch did not occur in the Manitoban popula-
tion she sampled in 2017. But this also leaves the puzzle of the
reason behind martin population decline largely unsolved.

“Several things changed in my undergrad life as I became
involved in research. Lab assignments began to feel easier as
research experience granted me skills in literature searching
and study design. I felt more confident in my abilities.”

In addition to developing her writing skills, she culti-
vated an interest in statistics as she tried to understand her
research results using various statistical measures. This new-
found interest drove her to do a minor in statistics.

Besides her sheer grit and her ability to be organized with
her time, Geurts attributes her ability to successfully com-
plete her thesis to the comradery she shared with fellow hon-
ours students.

— David Zirangey
Originally published at pmuserjournal.wordpress.com
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University of Manitoba Faculty Profiles

Dr. Jim Roth
Associate Professor, Biological Sciences
What opportunities do undergraduates have in your lab?

Much of the work in my lab involves
understanding how feeding relation-
ships among organisms drive changes
in population sizes; i.e., how predator-
prey interactions affect population dy-
namics.

We reconstruct diets of wildlife us-
ing stable isotope analysis on a variety

of tissues of different species, and this method that requires
a lot of sample preparation (freeze drying, lipid extraction,
homogenizing, and weighing).

We also have thousands of photographs each year from
trail cameras at Arctic fox dens that need to be viewed to doc-
ument fox activity, including patterns of occupancy, litter
sizes, and use of dens by other wildlife species. In addition
to our field work, these activities in the lab providemany op-
portunities for students to gain research experience.
Why is research experience valuable for undergraduates?
Research experience gives students an understanding of how
science is done, and how we figure out the way the world
works. By participating in research, students learn if it’s
something they’d like to pursue later on, and become more
competitive for other opportunities in science.
What value do undergraduates get from publishing?
Science builds on what has been learned in previous re-
search, and publications are how we communicate what
we’ve learned. Peer-reviewed publications are the litmus test
by which research validity is evaluated, and publications are
the standardmeasure of research productivity required to se-
cure funding for more research and training.

Experiencing the process helps students understand how
we communicate science and the standards we must meet.
What does it take to be successful in biology?
Hard work and persistence! Grades are important, but get-
ting some experience is key. Youneed todevelop skills, aswell
as gain knowledge. Writing ability and quantitative skills are
particularly valuable.
What advice would you give students in biology?
Commit to learning as much as you can in class, and gain as
many different types of experiences outside of class as pos-
sible. Biology is a diverse discipline, addressing levels of or-
ganization frommolecules to ecosystems, so figure what you
enjoy doing. If you like it, you’ll work hard at it. If youwork
hard at it, you’ll become good at it. If you become good at it,
you could get a job doing it!

Dr. Denice Bay
Assistant Professor,
Medical Microbiology & Infectious Diseases

Why is research experience valuable for
undergraduates?
That’s a great question! If you are
pursuing an undergraduate degree, let’s
say in microbiology, you are essentially
studying to be a researcher and getting
research exposure; “getting your hands
wet” so to speak, will be the most valu-

able experience that you will have.
In the lab, you have the opportunity to combine the the-

oretical aspects, learned in class, with practical skills. It is also
a great opportunity to gather valuable information on the
strengths and weaknesses of the field. In addition, you are
in an environment that fosters scientific thinking, where you
are free to explore and learn, which does not only solidify
what you’ve been learning in class but is also an excellentway
to determine whether research is the appropriate career path
for you.

By participating in research, students learn if
it’s something they’d like to pursue later on,
and become more competitive for other

opportunities in science.
— Dr. Jim Roth

What opportunities are available for undergraduate students
within the Department of Medical Microbiology & Infec-
tious Diseases?
We have a number of labs on the med-micro floor, which
includes eight core members, and this number is expected
grow in the next five years. The majority of this core con-
ducts HIV research, antibiotic resistance, emerging and re-
emerging pathogens in regard to viral infections.

In addition to our coremembers, we have a vast network
of cross-appointed faculty members from a variety of de-
partments, from Immunology to Microbiology at the main
campus. We also have members within the Public Health
Agency of Canada, Cadham Provincial Labs, and the Na-
tional Microbiology Lab.

Frontiers of Undergraduate Research
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Finding a lab that interests you in our department is def-
initely possible. The limiting step is the timing for finding
available positions whether as a summer, co-op, or graduate
student.

This is why we are holding an open house January 9,
2019 from 4 to 6 p.m. in Room 540 BMSB to bring aware-
ness to our department. You will get to know what the De-
partment of Medical Microbiology & Infectious Diseases is
doing and which professors are accepting students and at
what level. We are also starting, in the new year, a summer
undergraduate research award for two undergraduate stu-
dents valued at $7,000 each, for students to work in a lab in
theDepartment ofMedicalMicrobiology for the summer of
2019. These are just some of the ways, if you are interested
in our department, to get a taste of the environment and the
types of projects that you could be involved with.

Getting research exposure, “getting your
hands wet” so to speak, will be the most
valuable experience that you will have.

— Dr. Denice Bay

What value do undergraduate students get from publishing
their summer or co-op projects?
The value in publishing as an undergraduate student is that
it sets you apart from other students that don’t have publi-
cations when applying for graduate school or other profes-
sional programs. For all of the students that are working in
my lab, I don’t want them working on anything that is not
going to be published whether as a paper on its own or con-
tributing to another publication as this is an important

The value in publishing as an undergraduate
student is that it sets you apart from other
students that don’t have publications when

applying for graduate school or other
professional programs.

— Dr. Denice Bay

training aspect.
However, lab research is a two-way street. The student

needs to put in enough work that will then lead to a publica-
tion, and this will also depend on the lab you are working in.
If publishing is something you want to get out of your sum-
mer research experience, talk to the supervisor whose lab you
are interested in and express this interest.

Keep in mind that not all supervisors take on summer
students to contribute to a publication; you may be reor-
ganizing a freezer. So, if publishing is something you are
adamant to get out of your summer work, then make that
clear and look for a professor that will provide those oppor-
tunities.
What do feel it takes to be successful in research?
Everybody is different. If you are excited, engaged, have
some level of organization and you’re okay with the fact that
you will not succeed all time then you will do well in this
field.

In addition, having perseverance, the willingness to
“dust yourself off”, and, most importantly, the ability to rec-
ognize an opportunity are essential skills. So, don’t give up!
Having that willingness and resiliance to want to learn will
get you to where you want to be.
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T ansi, tawaw // Hello, and welcome; there is room,
come in. I’ve said my salutations and used words in
Nēhiyawewin // language of peoples from Nēhiyaw de-
scent. I lay on tarp-coveredmoss inside a tent, observing

constellations with only gravity between us. It is relieving during
Sâkipakâwipîsim // Leaf-Budding full moon on May 29th, 2018.
The second night of a four-day Vision Quest, where the heat has
dissipated, andmymind has ascended to connect stars like dots on
paper. This moment is a fragment of memory-recollection, con-
stantly on my mind. Manito Api // Bannock Point is a sacred
site where ceremony takes place. The Indigenous practice of fast-
ing dates back over millennia, and the remaining infrastructure of
Manito Api is approximately 1,600 years in age. Manito Api is a
site of Anishinaabe // Ojibwe traditional territory.

Through traditional knowledge passed down
generation to generation, the objective

research and Ceremonial Protocols of our
ancestors gave us the power to survive a

genocide

Kânata has been, and still is, home to over 700 defined, dis-
tinct, and diverse Nations who speak over 60 languages. Derived
fromKânata // a settlement, Indigenous languages influence what
is now known as Canada. We, Indigenous peoples, connect with
the spirit of all things Land and Skies. We observe there is no
pause or static period in the continuum of tradition and evolu-
tion amongst the First Nations, Inuit, and Metis Nations. Our
languages have fluid states that transcend the honesty of human
perspectives. Language is a pillar in any culture, which is why colo-
nial media perpetuates reality based not in truth, but in honesty.

Honesty is a form of subjectivity, where our human bodies
elicit a response. Honesty, to simply explain, is human emotion.
Most effective of these emotions are paranoia, rage, selfishness,
and identity. The epitome of these humanistic emotions would be
Capitalism. Non-Indigenous peoples hoardingmillions or billions
of dollars in profits while less than 200 km away, Indigenous peo-
ples starve from lack of food/water resources. This is applicable
across the planet. In Canada 150 First Nation reserves have poi-
soned water and boil advisories due to non-Indigenous corpora-

tions extracting natural resources next door. Honesty is observed
as genocide, where a truth is hidden by themonuments to our sins.

TheTruth? Some feel it is boring, factual, and objective, never
elevating the heart rate or giving people a rush of epinephrine.
Truth is a language spoken by the Moon and Sun. From observ-
ing honesty through a microscope, one must then observe truth
through a telescope. Animikii // Thunderbird, spiritual beings of
water inAnishinaabe legend, is not considerate of human honesty.
Truth is nomatter howdeeply youbelieve bacteria cannot kill you,
they still do. Leaving only scientific findings and proven Protocol,
truth is “the bigger picture” to all living beings and their complex
relations.

With bloodlines that run deeper than any oil well, Indigenous
Peoples feel and sense the spirit of the living on Kânata. Through
traditional knowledge passed down generation to generation, the
objective research and Ceremonial Protocols of our ancestors

From observing honesty through a
microscope, one must then observe truth

through a telescope

gave us the power to survive a genocide.
While 127 million Indigenous peoples occupied Turtle Island

in the 1400s, we now have 70 million. This population decline of
57million Indigenouspeoples acrossTurtle Island //NorthAmer-
ica is due to genocide. Statistics Canada published a population of
1,673,780 Indigenous peoples for fiscal year 2016, which is approx-
imately the same as 600 years ago. We, Indigenous peoples, are
recovering from extensive genocide with the first rise in our popu-
lation in a long period. We have much farther to go.

Centuries of Indigenous-led fur trades with non-Indigenous
people founded the economy of today’s society. High and un-
relenting demand for Indigenous knowledge transference and sa-
cred traditions led to cultural changes within Indigenous nations.
From the 1400s to late 1800s, peoples of both Indigenous and non-
Indigenous descent, now referred to as Metis, began to emerge.
Indigenous and Metis Nations across Canada faced criminal ap-
prehension of their land and material properties by the Hudson’s
Bay Company, and eventually the Royal Canadian Mounted Po-
lice. Often through swindling, in the form of Scrips, theHudson’s
Bay Company sold the stolen land to the Government of Canada.
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Legislative recognition over Manito api // Manitoba by this
colonial state was a trojan horse. The efforts to recognize Man-
itoba as a province were led by the honourable politician Louis
Riel. Upon learning Indigenous peoples were utilizing language
and white privilege in asserting legislative recognition, the colo-
nial state executedLouisRiel and introduced thenumberedTreaty
Acts in his absence. In knowing IndigenousNations could not uti-
lize the English language like Louis Riel and other Metis Nations,
the colonial state legislated numbered Treaty Acts to perpetuate
their ongoing genocide. Riel symbolizes a last resort of one kind,
as Traditions, and a new hope of another, as Evolutions.

The colonial state disregards the numbered Treaty Acts, in-
stead legislating the Indian Act. Through the Indian Act of 1876,
people were given social authority and jurisdiction to continue in
the abduction and murders Indigenous peoples. This federal law
gives jurisdiction to the provincial governments of Canada to con-
trol Indigenous peoples through institutional oppression. Instead
ofmurdering like the previous four hundred years, in 1876 they be-
gan to obfuscate genocide through 139 Indian Residential Schools

Anything to suppress and invalidate the
knowledge transference of Indigenous

research

and 29 Segregated Indian Hospitals, through imprisonment and
foster care, and through court systems that acquit murderers like
Gerald Stanley, Raymond Cormier, and Peter Khill.

These institutions were given legislative powers from the
Colonial state to abduct Indigenous peoples and forcefully colo-
nize their minds. Each Indigenous child was subsidized at $0.35
cents a day, paid by the colonial state, $0.15 cents extra granted
to IndianResidential Schools housing childrenwithTuberculosis.
When they became ill and/or injured from mental, sexual, spir-
itual, and/or physical abuse, Indigenous peoples were then sent
to the Segregated Indian Hospitals. All 29 of these federal insti-
tutions performed medical, surgical, experimental, and unethical
practices on Indigenous peoples.

Where 150,000,000 Indigenous Peoples once facilitated a
wealth of knowledge and wisdom transference, we now have
570,000,000 (non-Indigenous) Peoples facilitating fascistic ideolo-
gies and capitalist governments.

Almost as if intentional, media outlets constantly run nar-
ratives through different perspectives, by different companies
(owned by the same corporations). Media went from revering sci-
entific truth to upholding honesty in the form of reality. No mat-
ter how truthful the facts, dishonesty will always bear more in-
fluence over an audience. People are more attracted to honesty
guised as reality over the truth. Honesty is a form of subjectiv-

ity, where our human emotions elicit a response of a certain type.
Truth leaves only scientific findings and proven protocols to be di-
gested, an audience may sigh “Never enough”.

We have, in the College of Nursing, a population of 7% In-
digenous Peoples. When addressing these concerns to my fellow r
epresentatives, they were unintentionally stereotypical of Indige-
nous students (our GPAs are too low, we don’t apply, we lack
qualities of strong students, etc.). These stigmatizations of us
echo on, so easily absorbed by those with the best intentions, and
are endlessly repeated. I attended the Manitoba Undergraduate
Healthcare Symposiumwhere Dr. Barry Lavallee spoke of Indige-
nousHealth andwellbeing. Wehad a student derogatorily demean
the research of our health and wellbeing. We experienced con-
tinuous taunting throughout, this non-Indigenous student felt so
propelled to assert his version of Indigenous health and wellbeing.
Anything to suppress and invalidate the knowledge transference
of Indigenous research. Our own student body does this, even in
the presence of those who directly contributed to or are related in
the research performed.

It is the right and responsibility of
Indigenous Nations to ensure the knowledge
transference of our Sacred Traditions and

Traditional Knowledges

There are still those within Canadian society who cannot (or
will not) see the facts as presented. It is time we shave the blind-
ing wool that misleads our societies. It is time rather than blind
ourselves to scientific realities, we deafen ourselves to those speak-
ing scientific fallacies and falsehoods. It is the right and respon-
sibility of Indigenous Nations to ensure the knowledge transfer-
ence of our Sacred Traditions and Traditional Knowledges. No
form of colonial media, organization, or state shall interfere with
this process. If they try to do so again, they will discover future
generations will never allow it. They will find architects of tomor-
row’s labyrinths are catching up to them. They will find we do not
become weaker from starvation of education, food/water sources,
shelter, employment, community relations, and pursuit of Life’s
Purpose. We become stronger warriors. A warrior is not one of
anger and malice, they are one of awareness and acceptance.

I speak from experience when I claim we do not become
weaker from starvation, through education, food/water sources,
shelter, employment, community relations, and pursuit of Life’s
Purpose. As I lie under the stars, night three of no food or water,
I realize how little we need in this life beyond the connection with
other human beings. Like gravity, material greed restrains our hu-
man experiences as spiritual beings.
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S sep (Student Spaceflight Experiments Program) is a great
program. It inspires students to give it their all and strive
for greatness at an academic level. Students are able to have
an experience that impacts their lives forever. We are very

grateful to have this opportunity to participate in the ssep pro-
gram. We also believe that Tomatosphere™ is another great orga-
nization that encourages students to strive for academic excellence
by planning, predicting, and observing.

Tomatosphere™ lets students compare germination of
tomato seeds sent to space (or treated in simulated conditions) and
untreated seeds. The ssep is a Flight Experiment Design Compe-
tition for microgravity research proposals of projects to be done in
a mini-laboratory. After going through a two-step review process
and a flight safety review, experiments are revised and are incor-
porated into the payload of the ferry vehicle to the International
Space Station (ISS).

This project started by us coming together for the first time
and just coming up with possible ideas for our project. At first
we had wanted to send up animal DNA to see how it was af-
fected by long-duration space flight, but then we realized that we
couldn’t. We then started to talk about what we could do that
related to agriculture since Carter Ives is an agricultural enthusi-
ast. We then started to talk about a project that we had previously
done, with Tomatosphere™ seeds, where we grew seeds that had
been to space once. We then decided to add to that project and
send them up for a second time and we went from there.

The biggest challenge was the time limit. The three of us had
so many ideas and things that we wanted to add to the project.
Checking grammar, spelling, and forming proper sentences was
very time consuming. The proposal had to be the best. Overcom-
ing the time limit wasn’t easy but we managed it. We spent many
hours in class and at home writing and rewriting to get our pro-
posal done in time. The load was shared between the three of us
evenly to limit the stress level.

Just through participating in the ssep project there are many
take-aways, but by winning the ssep there are even more. We
believe that ssep will take us very far and will give us a lot of ben-
efits in the future. We believe that this will help us get jobs in the
future and maybe even university scholarships! ssep has enabled
us three to become excellent team workers in and out of school.
It has taught us valuable life skills such as taking others’ advice,
collaboration, and team work. We will take all of these lessons
throughout the rest of our lives.

The students’ experiment flew from the Kennedy Space Centre in
Florida on the SpaceXDragon onMonday August 14, 2017 and the
experiment and mission patch were captured to the ISS on Wednes-
day August 16, 2017. Students from the school division also partici-
pated in ssep Mission 3. Winning experiments were able to fly with
a mission patch as part of the payload. Mission patches have been
part of the NASA space program since Project Mercury first put
astronauts in space in the 1960s.

Students in grades 5 – 6 were involved in patch development
and 176 patch designs and write-ups were created. After being nar-
rowed down to 12 finalists, the top-voted design per class, the entire
school— students, teachers, administrators, custodians, and support
staff — voted to select the mission patch winner.

For ssep Mission 11, 1,959 proposals, developed by 9,870 stu-
dents from grades 5 and up, were submitted from 21 participat-
ing communities across North America. The proposals were all re-
viewed and 913 were sent to Community Review Boards to select
three finalists from each community. The National ssep Review
Board selected the winning proposal from each community which
would fly to the ISS.

Figure 1: Left: ssep Mission 11 Mission Patch, By Wallace Glaspey
In my mission patch, I put a rocket to show that we can use science
to learn more about our solar system. I put the earth to represent
where we live and who we are. I put the Stonewall quarries to repre-
sent our awesome town. I put the rings encompassing the earth, with
our school name (whose space club planned a winning experiment
for ssep Mission 11), to represent that we can do anything when we
put our minds to it. I also put stars in the background to represent
that we only understand approximately 4% of the cosmos.
Right: Tomatoes grown from Tomatosphere™ seeds.
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Abstract
Tomatoes are commonly used throughout the world as a nutritious food source. Tomatoes are one of the only fruits to

have had their seeds exposed to the harsh conditions of space travel. If humans are ever to colonize other planets then there
will be a need for seeds to travel through space to those extraplanetary destinations. The objective of this study was to compare
germination and growth of twice-space-exposed (TSE) tomato seeds with control-ground-truth (CGT) seeds. We found that
the twice-space-exposed seeds had similar germination rates to the ground truth seeds but lower mortality. The TSE seeds
were also taller from 18 to 56 days after planting than the CGT seeds. These results show that the frequency of space exposure
is not a limiting factor for seed germination and growth.

Keywords: International Space Station, tomatoes, Tomatosphere, space research, germination

1 Introduction

T omatoes grew in the wild before being cultivated
from 700 A.D.1 They were not cultivated earlier
because they were thought to be poisonous.1 They
originated in South America in the Andes moun-

tain range of Peru, Bolivia, Chile, and Ecuador.1
Tomatoes are rated the seventh most important crop

in the world — the first six are maize, rice, wheat, pota-
toes, soybeans, and casava. Tomatoes are the most econom-
ically important vegetable globally (sold fresh and processed
into many different forms and products).2 While sold as
a vegetable3, tomatoes are botanically classified as a fruit.
Tomatoes are used in many recipes and are highly nutritious
with high amounts of vitamin A, vitamin C, carotenes, ly-
copene, and other vitamins and minerals.2 While there are
about 7,500 varieties of tomatoes grown globally 4, only one
type of Canadian tomato seed has been to space. That is
Tomatosphere™ seeds from 2016 (Heinz 9478 F1 Hybrid
Tomato Seed) (these seeds were in space on the International
Space Station (ISS) for five weeks April — May 2015). We
chose the Tomatosphere™™ seeds because we had previous
experience (spring 2016) growing them. We also chose this
experiment to expand our knowledge of deep space explo-
ration and habitation on Mars or other planets.

Our proposal is to see if the Tomatosphere™ seeds,
which have previously been exposed to microgravity and
cosmic radiation environment along with entering and ex-
iting Earth’s atmosphere, will grow on Earth after being re-

exposed to similar conditions on board the International
Space Station (ISS). We will see if the growth rate and size
of the tomato plant changes due to these environmental
changes and compare control-ground-truth (CGT) tomato
seeds, from Heinz tomato company not exposed to cosmic
radiation, microgravity, and exiting and entering the Earth’s
atmosphere, with the Tomatosphere™ seeds that have been
exposed to microgravity, cosmic radiation exiting, and enter-
ing the earth’s atmosphere two times (twice-space-exposed;
TSE seeds). We want to learn if a space flight can carry seeds
without special handling and whether it can be used to start
a food source after multiple exposures to cosmic radiation,
microgravity, and the exiting and entering planets’ atmo-
spheres. This is important if humans are ever to perform in-
terstellar travel and colonize other planets.

2 Methods

2.1 Experimental Materials

Tomatosphere™ seeds (tomatosphere.org; tomato-
sphere.letstalkscience.ca) were chosen was because we did
the Tomatosphere™ project, during the spring of 2016, that
was created by former Canadian Space Agency Astronaut
Dr. Robert Thirsk, University of Guelph, Stokes Seeds,
Let’s Talk Science, and the Heinz tomato company. We also
chose the Tomatosphere™ because we want to expand our
knowledge base on the Tomatosphere™ seeds that we grew
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in the spring. Our group is also very interested in deep space
travel and space agriculture.

Figure 1: Schematic of the type 1 fluids mixing enclosure (FME)
mini-lab used to send the experiment to pack the seeds for space
travel.

2.2 Pre-Flight

We followed all safety procedures to ensure no contamina-
tion to the fluids mixing enclosure (FME). We cleaned and
sterilized the FME according to Student Spaceflight Exper-
iments Program (ssep) directions, including the wearing of
gloves, safety goggles, hospital face mask, and lab apron when
handling the space FME and the ground truth FME.

Prior to flight, the space FME was filled with three cotton
balls (Compliments Jumbo cotton puffs, Sobeys Ltd., Se-
rial # 5574233979) and 15 Tomatosphere™ seeds from pack-
age D (Heinz 9478 F1 Hybrid Tomato Seed) were placed in-
side. The FME was then filled with the other two cotton
balls to keep the seeds in place and prevent physical dam-
age to them. The same procedure was followed with the
ground truth FME with an additional 15 Tomatosphere™
seeds from package D.

The space FME was then be packaged in a container and
shipped to Nano Racks, Houston, Texas, USA for flight.
The ground truth FME was placed in the same type of con-
tainer and stored in the dark at room temperature.

2.3 On-Board the International Space Station

There were no crew interactions with the space FME and no
interactions with the ground truth FME, it remained in the
science storage lab throughout.

2.4 Post-Flight Analysis

As soon as the seeds returned, we grew them in the Compact
Three Tier Sunlight Grow garden (Veseys, www.veseys.com)
to ensure all plants get an equal amount of replicated sun-
light to ensure the same treatment for all plants. All seeds
were planted individually into peat pellets with sterile soil at
12:05 p.m. on March 22, 2018. Each peat pot was watered
with 25 mL water on days 7, 10, and 20. Each received 40
mL water on days 24 and 42.

Observations were made after 2, 10, 18, 20, 24, 32, 34,
and 56 days for the 15 TSE seeds and the 15 CGT seeds not
exposed to space. Results were graphed using MS Excel.

Figure 2: Germination success of twice-space-exposed (TSE) and
control-ground-truth (CGT) seeds at each observation.

Figure 3: Average height of germinated twice-space-exposed (TSE)
and control-ground-truth (CGT) plants at each observation.

3 Results & Discussion

The goal of our experiment was to compare growth between
CGT that have not and TSE tomato seeds that have been to
space two times and been exposed to all the accompanying
environmental changes.

The first seeds germinated by day 17 (Fig. 2 ) and all ger-
minated plants had two leaves that were light green in colour.
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On day 18 all germinated plants had two light green leaves.
By day 20, all plants had leaves that were noticeably larger
and three of the CGT seedlings had died. Multiple leaves
started growing on each plant by day 24. Leaves were larger
and branches were noticed by day 32 on the TSE seeds. By
day 56, thicker stalks and taller plants were seen for the TSE
germinated seeds than those not exposed to space. Germina-
tion success at each observation day (Fig. 2 ) and plant height
(Fig. 3 ) are presented.

Our results show that short-term, repeated space travel
may be beneficial to the growth of the germinated plants.
This in contrast to seeds in space for six years that showed
a decrease in growth compared to the control 5. However,
our results are consistent with those of Martinez et al.6 who
found that early stages of tomato growth are accelerated fol-
lowing exposure to magnetic fields like those experience by
our space FME during its exit and entry into Earth’s atmo-
sphere. From this literature and our results, duration of
space flight appears to be more important than number of
trips into space in reducing tomato plant growth. However,
we have answered our question as to what effect the repeated
entering and exiting of atmospheres has on tomato seeds and
have found an improvement in growth.

4 Conclusions

We conducted this experiment is to see if astronauts can grow
seeds in microgravity while on long-duration space flights as
well to see if they can continue to regrow tomatoes as a food
source on other planets such as Mars. This will help when

we colonize multiple planets and travel back and forth from
and to these planets.

We found that twice-space-exposed tomato seeds germi-
nated faster and grew taller than the tomato seeds not ex-
posed to space. Future work is needed to expand the number
of seeds tested with space travel, the number of generations
of seeds exposed to space, and whether there are any changes
in nutritional content in the fruit from plants grown from
those experiments.
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Abstract
Gender bias in science has been thoroughly researched and it is well known that women are underrepresented within

post-secondary Science, Technology, Engineering, and Mathematics (herein stem) programs. Limiting women’s participation
in science carries heavy consequences for both the economy and scientific community. Therefore, gender inequality must be
addressed with urgency. This research is focused on the following research questions: 1) are there gender differences in how
students perceive the underrepresentation of women in stem; 2) are there gender differences in student support for initiatives
that could enhance gender equity in stem? Not surprisingly, the results suggest that women consider proportionate gender
representation to be more important than men (61.9% vs. 39.6%; χ2 [2, 158]=7.05, p=0.029, Cramer’s V=0.211). Further,
when considering their own experiences, 20% of female respondents reported feeling underrepresented at university. These
perceptions were more common among women studying stem subjects than other subjects (33% vs. 14%; χ2 (1, 339)=16.9,
p<0.001, Cramer’s V=0.22). Women expressed a greater level of support than men for many programs that would address
this issue and a greater level of interest in participating in them. This interest was heightened among women who felt un-
derrepresented. This suggests that women desire opportunities to connect with like peers through outreach and mentorship
programs. These solutions require increased levels of resources, as well as the cooperation of those who do not identify as
underrepresented individuals. Post-secondary institutions should consider this as they develop new ways of addressing this
issue.

Keywords: Underrepresentation, Gender Bias, Students, STEM, Women

1 Introduction

R ecent data has shown that although women
earn a greater number of post-secondary degrees,
they remain underrepresented among stem de-
gree earners1. Within Canada’s prairie region, fe-

male students are less likely to major in Agriculture, Chem-
istry and Physics, Computer Science, Engineering, General
Science and Mathematics than male students2. Within this
region, the only stem subject area where a greater number
of female than male undergraduate students declare majors
is Biology2. Similar findings have been documented within
this subject area, across degree levels3. This suggests that
there is generally a more equal gender distribution within bi-
ology, but also that the women earning stem degrees remain
highly concentrated within certain science subjects such as
biology and are scarcely found within other disciplines1. For
example, within the prairie region less than 15% of Engineer-
ing majors are female2. This is the lowest rate of female repre-
sentation in any stem discipline across all of Canada2. These
statistics suggest that additional efforts are required to ad-
dress such gender disparities across stem subject fields.

Failure to address the gender gaps within these fields has
many negative consequences for the economy and the scien-
tific community, and therefore the underrepresentation of
women in stem is an issue which should be addressed with
urgency. By ignoring the availability of female labour we in-
hibit the development of scientific knowledge and economic
growth within the stem industry as a whole4. This is par-
ticularly troubling as new stem jobs are emerging at an in-
creasing rate and additional labour will be required to fill
these positions (Dasgupta and Stout, 2014). Although post-
secondary stem programs can play a critical role in respond-
ing to this trend by training the future workforce2, it remains
clear that these institutions have been relatively unsuccess-
ful at closing these gaps. Women’s labour is in no short sup-
ply as women make up a significant portion of both the stu-
dent population within post-secondary institutions and the
labour market5. Therefore, women should play an impor-
tant role in the stem workforce4, 5.

Unfortunately, when women exit stem programs the
knowledge and strengths they bring to the discipline are
lost6. Women have the ability to make valuable scientific
contributions6 and as underrepresented individuals, their
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experiences allow them to make unique contributions7. In-
corporating a greater number of perspectives provides new
possibilities for scientific research7. Therefore, efforts to in-
crease gender representation should be viewed as a strategy
for strengthening diversity within stem and a way of devel-
oping scientific inquiry6.

Women navigating paths towards stem careers must
complete relevant training within post-secondary institu-
tions. Unfortunately, the climate women enter within many
university stem programs has been identified as a factor
which prevents their retention and achievement8. Many
women report that they have faced gender bias, as well as dis-
crimination and harassment throughout their education6.
For example, women may be prevented from accessing the
same experiences within science and technology through-
out their developmental years and continue to see a lack of
equal opportunities for women in science throughout their
academic careers, which contributes to limited experiences5.
From an early age boys are socialized in a way that encour-
ages them develop an interest in activities that relate to stem,
whereas girls are socialized to develop an interest in other
areas5. Therefore, girls may not receive the same exposure to
these activities that boys do5. For example, this may include
learning about technology through video games5.

Due to the limited number of women in stem pro-
grams, women lack social support which may allow them to
deal with adverse situations. The development of interper-
sonal relationships is considered to contribute to a stronger
sense of belonging among stem students9. Further, Rainey
et al.9 observed a correlation between a student’s sense of be-
longing within their major and the number of students of
that gender studying that major. For instance, male students
were more likely than female students to indicate that they
felt like they belonged in their stem major9. Furthermore,
the underrepresentation of women in stem creates multi-
ple barriers to establishing successful role model and mentor-
ship relationships6. Many female stem students feel they do
not have female role models to look up to throughout their
education4, 6. This would suggest that women in stem re-
quire additional ways of networking with like peers and role
models4.

Therefore, post-secondary institutions should be inter-
ested in taking steps to address unsatisfactory program cli-
mates and feelings of underrepresentation among students as
this could enhance the quality of the learning environments
within the institution. In response to the issue of women’s
underrepresentation in stem, many post-secondary institu-
tions have begun to seek out and initiate strategies which en-
courage and support women’s participation in stem. The
present study has two main objectives:

1. to identify factors that influence perceptions of un-
derrepresentation among post-secondary students,
which would include gender and program of study;

2. to assess students’ interest in initiatives which create
supportive networks for female stem students.

2 Methods

Research Questions
Building on the literature, our work is guided by the fol-
lowing research questions: 1) Are there gender differences
in how students perceive the underrepresentation of women
in stem? and 2) Are there gender differences in student
support for initiatives that could enhance gender equity in
stem?

2.1 Data Collection

The method employed for this study was the was that of the
University of Manitoba Student Equity Survey (umses)10.
The survey addressed a great variety of themes as the overall
purpose was to better understand the potential differences in
university climate for students in stem and non-stem fields.
The areas of discussion included: 1) choice to pursue cur-
rent academic program; 2) anticipated career path; 3) opin-
ion on equity programs in terms of the importance of such
programs and predicted participation in such initiatives; 4)
perceptions of underrepresentation at university in general
and within their program; 5) incidents of discrimination and
harassment experienced or witnessed; and 6) General demo-
graphic information.

This study specifically addresses opinions on equity ini-
tiatives (umses discussion point 3), perceptions of under-
representation (umses discussion point 4), and general de-
mographic information (umses discussion point 6).

2.2 Description of Variables

The measures included in the survey were designed specifi-
cally by the Principal Investigator of the umses, Jenna Rapai
as part of her M.Sc. research. Her decisions were informed
by a general review of the literature, public information, and
personal experiences10

The first factor (Factor 1) pursued in analysis was gen-
der. A crude definition of gender which allowed students to
differentiate between “Female”, “Male”, and “Other” gender
identities was pursued for statistical purposes. Due to an in-
adequate sample size of respondents who reported marginal-
ized gender identities, this study cannot account for the ex-
periences of these students. In social research, researchers are
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Table 1: Questions used to measure students’ perception of their own
underrepresentation in stem (Perception 1).

# Perception Descriptor

1a Do you feel underrepresented in any of the courses you
take?

1b Do you feel underrepresented in your program?

Table 2: Common explanations of why women are underrepre-
sented in stem used to measure students’ perceptions (Perception 2).

# Perception Descriptor

2a Male students are disruptive towards female students in
learning

2b Women are more interested in arts than science
2c Women in stem are unfairly evaluated at a higher stan-

dard
2d Examples in education biased to males
2e There is a lack of female professors to act as role models
2f Males are hostile toward women in stem
2g There are not enough female professors who can act as

role models for female students in stem
2h Hiring committees consist mainly of men
2i Policy makers consist mostly of men

Table 3: Community building (CB) initiatives.

# CB Initiative Descriptor

CB 1 Outreach within elementary schools
CB 2 Outreach within high schools
CB 3 Read brochure or literature
CB 4 Voluntary workshops for faculty
CB 5 Guest speakers who are members of underrepre-

sented groups speaking about their experiences
CB 6 Voluntary workshops for students
CB 7 Mandatory workshops for students
CB 8 Mandatory workshops for faculty
CB 9 Blogs or Twitter feeds
CB 10 Apply to a specific program to be eligible for schol-

arships and bursaries

Table 4: Structural change (SC) initiatives.

# SC Initiative Descriptor

SC 1 More opportunities for part-time students
SC 2 Longer library hours
SC 3 Electronic library resources
SC 4 Formalized mentorship programs
SC 5 Centre providing support
SC 6 Conferences

bound by ethics protocols which require a minimum of
five similar cases in order for results to be shared. There-
fore, this study centers around differences between female
and male experiences within the university setting.

The second factor (Factor 2) pursued in analysis was
program of study. Students had the opportunity to indi-
cate which academic faculty they were enrolled in. During
data analysis the researchers differentiated the responses by
“stem program” and “non-stem program”. The “stem
program” category included the Faculties of Science, Engi-
neering, and Agriculture.

In order to measure students’ perceptions of their own
underrepresentation (Perception 1, Table 1), questions were
asked with options for responses of “Yes”, “No”, and “Some-
times”. “Yes” and “Sometimes” considered indicators of per-
ceptions of underrepresentation. In our analysis, students
who answered yes to at least one of these questions are de-
scribed as “feeling underrepresented”. Within this study the
focus is limited to examining perceptions of underrepresen-
tation on the basis of gender identity.

In order to measure students’ perceptions of the un-
derrepresentation of women in stem (Perception 2, Table
2), the survey questions addressed common explanations of
why women are underrepresented that have been discussed
across the literature on the topic. Students then expressed
their level of agreement with the statement based on their
perceptions of why women may be underrepresented on
a likert scale as possible responses ranged from “Strongly
agree” to “Strongly disagree”.

The survey questions also focused on the importance of
various proposed initiatives and students’ predicted partici-
pation in them. These initiatives were proposed by the orig-
inal authors of the survey and were based on student initia-
tives that could be implemented by universities at no or low
cost, initiatives that could appeal to all students, and initia-
tives that are clearly focused on advancing women students
in stem, including initiatives that might require substantial
funding.

A first set of initiatives were based on community build-
ing (CB) programs (Table 3). Students expressed how im-
portant each initiative was with their options ranging from
“Very important” to “Very unimportant” and rated their
predicted level of participation from “Very likely” to “Very
unlikely”.

The questions regarding a second set of initiatives also
addressed potential changes to the organizational structure
(structural changes: SC) of the institution (Table 4). Stu-
dents expressed how important each initiative was with their
options ranging from “Very important” to “Very unimpor-
tant” and rated their predicted level of participation from

Frontiers of Undergraduate Research



20 pmuser, 2018, 4(1)

Figure 1: A comparison of how male (grey bars) and female (black
bars) respondents rated their agreement with common explanations
of why women are underrepresented in stem (Perception 2). Each
of the common explanations variables were proposed by the origi-
nal authors of the survey. Significant differences between men and
women have been indicated with asterisks (*).

Figure 2: A comparison of how male (grey bars) and female (black
bars) respondents rated the importance of the proposed initiatives
aiming to address the underrepresentation of women in stem. Each
of the initiative variables were proposed by the original authors of
the survey. Significant differences between men and women have
been indicated with asterisks (*).

Figure 3: A comparison of how male (grey bars) and female
(black bars) respondents rated the importance of proposed struc-
tural changes aiming to address the underrepresentation of women
in stem. Each of the structural initiative variables were proposed by
the original authors of the survey. Significant differences between
men and women have been indicated with asterisks (*).

Figure 4: A comparison of how male (grey bars) and female (black
bars) respondents rated their predicted participation in the proposed
initiatives aiming to address the underrepresentation of women in
stem. Each of the initiative variables were proposed by the origi-
nal authors of the survey. Significant differences between men and
women have been indicated with asterisks (*).
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Figure 5: A comparison of how female stem respondents who per-
ceive and do not perceive that they are underrepresented rated their
predicted participation in the proposed initiatives aiming to address
the underrepresentation of women in stem. Significant differences
(p<0.5) between men and women have been indicated with asterisks
(*); grey bars: did not feel represented, black bars: felt represented.

“Very likely” to “Very unlikely”.
The sample was composed of male and female under-

graduate and graduate students at the University of Mani-
toba, with a targeted oversampling framework of students
within stem faculties. The gender distribution also included
an overrepresentation of female students, with a total of 369
female and 163 male respondents. With regards to recruit-
ment, the email addresses of students currently enrolled in
undergraduate programs were obtained by the research team
and all respondents were recruited through an email invita-
tion. All of the surveys were filled out online using an online
survey program. Once responses were collected, the data was
analyzed by the research team using spss. Bivariate statistics
were generated using chi-square.

3 Results

3.1 Underrepresentation

3.1.1 General Perceptions of Gender Underrepresentation
Students’ responses illustrate clear differences in percep-
tions of underrepresentation within university in general
and within their program of study, based on respondent’s
gender (Factor 1) and status as a stem vs. non-stem stu-
dent (Factor 2). In relation to Perception 1, students’ per-
ceptions of how their own identities are represented var-
ied. Overall, 20% of female respondents reported feeling un-
derrepresented at university, regardless of their program of

study. However, female students enrolled in a stem pro-
gram (33%), were significantly more likely than those in non-
stem programs (14%; χ2 [1, 339]=16.9, p<0.001, Cramer’s
V=0.22) to indicate that they feel underrepresented. In rela-
tion to Perception 2, students expressed differences in how
important they regarded the representation of marginalized
identities. Stem students from marginalized groups were
more likely to think it is important that their respective iden-
tities are proportionately represented. For example, 61.9% of
female stem students thought proportionate gender repre-
sentation was important, compared to 39.6% of male stem
students (χ2 [2, 158]=7.05, p=0.029, Cramer’s V=0.211).

3.1.2 Opinions on Possible Causes of Gender Underrepre-
sentation
In relation to Factor 1, generally among the stem popula-
tion, males and females expressed similar levels of agreement
with the proposed explanations of why women are under-
represented (Fig. 1). For example, in response to statements
such as “Male coworkers in stem fields sometimes behave
in a hostile way towards women in their fields” (Perception
2f), 26.3% of females and 21.3% of males were in agreement.
This difference was not statistically significant.

In response to the proposed explanations of why women
are underrepresented, the only significant difference ob-
served between male and female stem students was Percep-
tion 2b, “Women are more interested in arts than science ca-
reers”. In response to this statement male students (25.0%)
were almost two and a half times more likely than female stu-
dents (10.5%) to agree (χ2 [2, 157]=12.69, p=0.001, Cramer’s
V=0.284).

Female respondents who reported feeling underrepre-
sented due to their gender were significantly more likely,
than female respondents who did not feel underrepresented
on the basis of their gender, to agree with “there are not
enough female professors that can act as role models for fe-
male students in stem”, (Perception 2g) (42.1% vs. 22.7%;
χ2 [2, 113]=6.6, p<0.05, Cramer’s V=0.24).

Among the overall population of students, female stu-
dents were significantly more likely than male respondents to
agree with Perception 2i, that policy makers consist mostly
of men (45.2% vs. 29.4%; χ2 [2, 525]=17.6, p<0.001,
Cramer’s V=0.18), Perception 2h, hiring committees con-
sist mainly of men (39.4% vs. 26.4%; χ2 [2, 524]=21.3,
p<0.001, Cramer’s V=0.20), and Perception 2g, that there
are not enough female professors teaching in stem disci-
plines (36.1% vs. 27.3%; χ2 [2, 527]=6.5, p<0.05, Cramer’s
V=0.11).
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3.2 Support for Initiatives

3.2.1 Gender Differences
In relation to Factor 1, support for a number of initiatives
aiming to increase gender representation varied greatly be-
tween stem men and women (Fig. 2), with many statisti-
cally significant differences. Stem women were significantly
more likely than men to indicate that almost all of the ini-
tiatives were important. The only exception was reading a
university blog or Twitter feed (CB Initiative 9). Roughly a
quarter of both men (23.4%) and women (24.1%) who re-
sponded indicated that this would be important. Interest-
ingly, among both female and male stem students the ini-
tiatives or programs which were believed to be of the greatest
importance were based around outreach, with significantly
greater rates of support from female students. Over three-
quarters of stem females (79.0%) and more than half of
males (60.4%) thought that CB Initiative 2, outreach pro-
grams to high schools, was important in order to promote
the participation of a given gender in a field where they
are underrepresented (χ2 [2, 158]=7.01, p=0.030, Cramer’s
V=0.211), while nearly two-thirds of female students (63.8%)
and less than half of males (43.4%) reported that CB Initia-
tive 1, outreach within elementary schools would be impor-
tant, (χ2 [2, 158]=7.19, p=0.027, Cramer’s V=0.213).

3.2.2 Structural Changes
In relation to Factor 1, it is clear that female stem students
were significantly more likely than male stem students to
support policy amendments related to the structural initia-
tives (Fig. 3). These suggestions are considered to be “struc-
tural” in nature as they would require a higher level of in-
volvement of university administration and would poten-
tially change the organizational structure of the academic
institution. When questions center on issues of childcare,
for instance, female stem students were more supportive
than male stem students of SC Initiative 1, providing more
opportunities for part-time studies, as it may help students
with children to complete their degree in a timelier man-
ner (85.0% vs. 66.7%; χ2 [1, 206]=9.6, p<0.01, Cramer’s
V=0.22).

A significantly higher number of female than male re-
spondents also supported SC Initiative 2, extending library
hours, in order to assist students with young children 74.6%;
χ2 [1, 208]=4.0, p<0.05, Cramer’s V=0.14). There were sig-
nificant differences observed between female (55.8%) and
male respondents (35.1%) in regard to SC Initiative 4, the
implementation of formalized mentorship opportunities in
programs with gender underrepresentation. Significantly
more women than men were in support of such an initiative
(χ2 [1, 207]=8.8, p<0.01, Cramer’s V=0.21). SC Initiative 5,

the creation of a centre that would provide support for pro-
grams with gender underrepresentation, was also thought
to be significantly more important among women than
men (49.1% vs. 28%; χ2 [1, 207])=9.6, p<0.01, Cramer’s
V=0.22)(Fig. 3).

3.3 Participation in Initiatives

3.3.1 Gender Differences
In relation to Factor 1, results regarding respondents’ pre-
dicted participation in such initiatives also varied greatly be-
tween male and female stem students (Fig. 4). The great-
est variances were in response to CB Initiative 2, high school
(41.9% vs. 21.2%; χ2 [2, 157]=9.03, p=0.011, Cramer’s
V=0.240) level and CB Initiative 1, becoming an ambassador
in an outreach program at the elementary school level (37.1%
vs. 21.6%; χ2 [2, 156 ]=11.32, p=0.003, Cramer’s V=0.269).
Among female stem students, half of the proposed initia-
tives received over 40% of respondents’ interest (Fig. 4). No-
tably, programs that involved “role modeling” were among
those that received such levels of support. For example,
among the community building initiatives this would in-
clude CB Initiative 2, becoming an ambassador in an out-
reach program to high schools (47.8%), and Initiative 1, be-
coming an ambassador in an outreach program to elemen-
tary schools (44.2%); and among the structural initiatives
this would include SC Initiative iv) participating in a formal-
ized mentorship program as a volunteer peer-mentor at the
university (48.2%).

Although not shown, female stem students who
thought the proposed initiatives and programs were impor-
tant were significantly more likely to express an interest in
participating in them.

3.3.2 Differences Based on Perceptions of Underrepresenta-
tion
In relation to Factor 1, differences in respondents’ interest
in participating in the initiatives were also analyzed among
stem females who felt underrepresented and those who did
not (Fig. 5). Most of these differences were insignificant.
However, female stem students who felt underrepresented
were significantly more likely than those who did not feel
underrepresented to express interest in SC Initiative 4, by
both participating in the formalized mentorship program as
a volunteer peer-mentor (65.8% vs. 39.2%; χ2 [2, 112]=7.6,
p<0.05, Cramer’s V=0.26) and receiving mentorship from
another peer (52.6%), CB Initiative 2, becoming an ambas-
sador in outreach programs both at the high school (63.2%)
level, CB Initiative 1, becoming an ambassador at the elemen-
tary school (55.3%) level, as well as CB Initiative 5, attend-
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ing free guest lectures given by members of underrepresented
groups (58.3%).

4 Conclusions

We observed that women report feeling underrepresented at
the university at a greater rate than men and further, women
who study within stem programs are more likely to feel un-
derrepresented than those who study within other fields.

In response, these women particularly desired the imple-
mentation of programs which help to strengthen their social
ties within stem. The results revealed that stem women
overwhelmingly indicated that they would likely participate
in mentorships and outreach programs, while many also rec-
ognized that there could be structural changes made within
the University which would ensure women are supported
in stem programs and are better connected with their like
peers. Furthermore, support and predicted participation in
the proposed initiatives was also greater among women who
indicated that they felt underrepresented themselves, which
suggests that these women are eager to find new opportu-
nities to connect with like peers in their programs. Post-
secondary institutions should prioritize their role in improv-
ing the learning and working climate for their members and
should develop a response to women’s underrepresentation
which considers these findings. Based on these findings we
would propose two recommendations to post-secondary in-
stitutions.

Firstly, increased support should be provided to under-
represented gender groups. Many of these students are eager
to enact change by participating in community building ini-
tiatives, but would require resources to establish such pro-
grams. There is a large portion of literature which supports
the benefits of community building initiatives for underrep-
resented students in stem. Recent research by Robnett11
argues that in order to reduce the negative effects of gender
bias, supportive networks can be created through various ini-
tiatives targeting women studying in stem fields. Her rec-
ommendations include developing interventions to meet the
specific needs of the women in specific stem programs and
partnering with outreach programs. Therefore, discretion
over the structure of such programs will be held by each insti-
tution. However, in order to insure that the structure reflects
the needs of the students who are engaged in the program,
post-secondary institutions should seek input from students
as they develop these programs. In addition to students’
prior notions about stem fields or the ways students believe
they are perceived by their peers, the sense of community
within their program is an important factor that influences
retention and achievement12. There could be many bene-
fits to implementing community building programs which

would be received by the student’s and post-secondary insti-
tutions, including a greater level of inclusivity within Univer-
sity stem programs, higher rates of enrolment and retention
and improved academic performances among women.

In order to ensure that the learning climate within stem
programs becomes a more socially inclusive place for stu-
dents of all gender identities, men and women who do not
feel underrepresented would need to be engaged in this pro-
cess. Encouraging a broader audience to take part in learn-
ing and discussing these issues would require creative efforts.
Many stem students and professors may vary in their under-
standing of equity, equality and diversity issues; however, in
order to effectively carry out solutions, sharing of this knowl-
edge will be critical. For example, one proposed solution
could be discussing these issues within the courses that stu-
dents are taking. This could help to familiarize everyone with
the experiences of underrepresented students and ensure in-
formation about strengthening gender equity will be com-
municated in a consistent manner to all.
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Abstract
One of the most promising tools in recent years for the analysis and prediction of time series data, which includes financial

market data has been the use of neural networks. While the complexities inherent in market prediction have confounded
machine learning techniques, newer deep learning techniques such as long short-term memory (lstm) show promise in their
ability to predict using time series datasets. This paper will explore the feasibility of using a recurrent neural network (RNN)
with lstm as a predictive tool for use with futures trading data, and determine the time ahead with which this particular tool
can maintain its predictive accuracy. Using a dataset comprised of all futures trading occurring on the Bourse de Montréal
(TMX) during a nine-month period from January to September 2015, we assessed the predictive effectiveness of an RNN
in predicting the price of front-end contracts for the futures symbol BAX. We found that while an RNN provided a degree
of short-term predictive capability, this capability did not extend beyond a couple of days. Although it failed as a trading
instrument to predict futures prices, the RNN could detect, identify, and reflect underlying trends in the data, indicating
the tool may hold promise in the detection of trading patterns.

Keywords: Machine Learning, Deep Learning, Time Series Dataset, Prediction, Futures Trading, Market Prediction

1 Introduction

For the obvious reason of profit, mankind’s interest in mar-
ket prediction has existed for as long as markets themselves.
While many predictive tools and methods have been em-
ployed over the years, relatively recent advances in comput-
ing power have enabled new strategies to be attempted. Pre-
diction is one of themost extensively applied tasks in time se-
ries datamining1. This results from the fact that prediction is
a logical extensionof datamining processes. There have been
many methods used for the purposes of prediction, such as
reinforcement learning withQ-learning, Bayesian networks,
and recurrent neural networks.

Since their inception, neural networks have been con-
sidered one of the best solutions for prediction in financial
markets2. Because of the complex and chaotic nature of fi-
nancialmarket data, traditional statisticalmethods of predic-
tion and analysis can be of limited utility. This is where ma-
chine learning and neural networks may prove useful3. By
training recurrent neural networks to map input sequences
to output sequences for applications in sequence recognition
or time series prediction, we can often get an accurate predic-
tive output. This requires a system to store and analyze in-
formation computed from past inputs in order to produce
the desired useful resulting output. Since recurrent neural
networks (RNNs) have an internal state that well-represents

time series, they are uniquely suited for the task of predic-
tion relating to time series datasets. The construction of a
recurrent neural network is such that it allows retaining of
past inputs for analysis while weighting it according to its
timestep or ’distance’ from the current index. A recurrent
neural network can be used to transform an input sequence
into an output sequence, whereas static artificial neural net-
works (ANN), which do not have that contextmemory, can-
not store information for an indefinite period.

Analysis of market data is difficult to perform, due to
its cyclic and seasonal variations, as well as the irregular and
seemingly random movements these data exhibit3. These
factors, among others, have contributed to many machine
learning techniques failing to demonstrate success in price
prediction4. The advent of deep learning techniques, such
as lstm, led some researchers to investigate whether these
could provide more success. While some researchers have
claimed a degree of success in usingRNNswith lstm to per-
form market prediction5, however the degree of this success
is limited. By maintaining a small window size with which
to train their RNNs, themodels in these prior attempts react
primarily to only very recent data, creating a predicted data
set that while appearing to be accurate, in fact provides pre-
dictions only a very short time ahead. Our experimental goal
was to use anRNNwith lstm to accurately predict the price
of futures contracts, as well as to determine how far ahead in
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time this technique can assist in prediction.
When analyzing time series datasets, there are two main

goals. The first is in modeling the time series in order to gain
an understanding of the underlying mechanisms at work to
generate the data. The second is forecasting or predicting of
future values based on current or previous values in the time
series6. Themain idea of using a learning algorithm in recur-
rent neural networks is to compute the gradient descent of
a cost function regarding the weights of the network. This
is particularly useful for the task of prediction with time se-
ries datasets. Time series data by their nature are often high-
dimensional. It is useful, therefore, to attempt to reduce the
dimensionality when analyzing time series datasets. There
are two common approaches to this. The first, andmost sim-
ple, is “sampling”, and consists of simply taking the values of
the data at regular intervals. The problem with this method
is that it has the potential to distort the overall shape of the
data unless the sampling rate is sufficiently high. However,
high sample rates are what we are trying to avoid. The other
commonmethod of dimensionality reduction is to calculate
themean of each segment or bin7. The lattermethod is what
we employed to produce single contiguous time series to feed
to the RNN.

1.1 Definitions & Background

1.1.1 Recurrent Neural Network (RNN)
An RNN is a class of artificial neural network in which con-
nections between units form a directed cycle. This allows a
RNN to exhibit temporal behaviour. Unlike feedforward
neural networks, RNNs can use their internal memory to
process arbitrary sequences of inputs. This makes them ap-
plicable to tasks where each piece is dependent in some fash-
ion on the one that preceded it, such as unsegmented, con-
nected handwriting or speech recognition8.

RNNs can be configured to accept one or more vectors
of input to produce one or more vectors of output. Possi-
ble configurations of RNN input and output are one-to-one
(one input following through to one output), one-to-many
(one input resulting in many outputs), and many-to-many
(many inputs resulting in many outputs with each input ei-
ther resulting in its own output or in different or different
numbers of outputs). For our experiments, we employed
a many-to-one configuration, providing the RNN multiple
vectors of input to produce a single output stream of data.
Since we limited our investigations to examining the RNN’s
predictive ability on a single futures security this justified, it
made sense to only consider that as a single output. We chose
the many-to-one configuration to minimize the the risk of
ignoring factors which affected the output vector of interest,
but in a manner we could not foresee.

1.1.2 Long Short-Term Memory (lstm)
Long short-term memory networks are a special kind of
RNN, capable of learning long-term dependencies. They
were introduced by Hochreiter and Schmidhuber in 1997,
and were refined and popularized by numerous people in
subsequent works. Lstm algorithms work very well on a
wide variety of problems, and are now widely used in time
series predictions. Lstm’s are explicitly designed to avoid the
long-term dependency problem, whereby a current value is
in someway dependent on another that long preceded it. By
default, they are designed to retain information for long pe-
riods of time. Because of this, they do not struggle in dealing
with extended time periods9.

All recurrent neural networks are in the form of a chain
of repeating modules. In standard RNN’s, this repeating
modulehas a very simple structure, such as a single tanh layer.

In the detailedworkings of aRNNwith lstm9,Xt is the
input at time t, and ht is the output at time t. The repeating
modules of the RNN are denoted by A. The sigma layers
determine values to pass on, and their weighting. The tanh
layer generates a vector of new candidate values that could be
added to the state. The ‘x’ and ‘+’ are gates that allow certain
values through.

1.2 Additional Definitions

1.2.1 Machine Learning
The concept of machine learning has been around for well
over half a century. However, it has been only within the
past few decades that computing power and understanding
has allowed for great advances in this area. The neural net-
work is a part of the topic of machine learning. The de-
sign and implementation of neural networkswas inspired by
the study of naturally occurring biological systems, such as
the human brain. The idea that there are nerve cells which
process stimuli and communicate with neighbouring cells to
produce a response was the foundation of neural network
design10. Neural networks have shown to be extremely accu-
rate at prediction of future values based on previous infor-
mation, and have been successfully implemented in various
fields from facial recognition to intrusion detection in com-
puter security. Because of the wide applicability of neural
networks, they continue to be a field of active research, and
have been receiving much attention.

1.2.2 Deep Learning
Deep learning allows computational models that are com-
posed of multiple processing layers to learn representations
of data with multiple levels of abstraction. Deep-learning
methods are representation-learning methods with multiple
levels of representation, obtained by composing simple but
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non-linearmodules that each transformthe representation at
one level (starting with the raw input) into a representation
at a higher, slightly more abstract level. The key aspect of
deep learning is that these layers of features are not designed
by human engineers — they are learned from data using a
general-purpose learning procedure.

1.2.3 Time Series Dataset
A time series dataset is a dataset consisting of a series of val-
ues or readings taken at certain intervals over aperiodof time.
Time series datasets are most often quite long, and are con-
sidered to be smooth, i.e. neighbouring values are within
predictable ranges of each other, as opposed to being com-
pletely random11. Time series data, due to its nature, has
some inherent difficulties that have to be overcome to be
properly analyzed. First, they often contain quite a bit of
signal noise and high degree of dimensionality. This needs
to be accounted for when processing the datasets. Second,
time series datasets may not contain enough information to
properly understand the processes involved. In other words,
there may be variables outside of the scope of the data that
affect the values recorded. Especially when working with a
complex system such as financial data, there can be nearly an
unlimited number of outside factors that could affect the val-
ues.

Another difficulty with time series data is the time de-
pendence. For example, a prediction using a specific value
at a certain time will not necessarily provide the same result
as a prediction using the same value at a different time. To
combat this issue, it may be necessary to include more past
data, or keep memory of inputs. This can lead to rapidly
growing memory requirements, especially when the length
of dependencies may not be known with any certainty. A
related difficulty is that time series datasets are commonly
non-stationary. This means that over time, the characteris-
tics of the data may change or shift. This is often handled
by treating the data in the frequency domain, rather than
the time-domain, by treating them with wavelet or Fourier
transforms.

Finally, most features used with time series data must be
invariant with respect to translation in time: given the same
set of inputs, we should not expect a different output, simply
because the inputs occurred at a different time12. In the case
of financial data such as with the futures market, this is not
the case, as transactions occur at seemingly random intervals.
This issue can be resolved during preprocessing by grouping
or “binning” the data.

1.2.4 Prediction
In times series datasets, prediction is theuse of the knowledge
that data points in time series datasets are generally within

predictable ranges of each other in order to determine the
next few values of a series1.

1.2.5 Futures
Futures contracts are legal agreements to either buy or to sell
an item (most often a commodity of some sort) for a speci-
fied price at a future point in time. Whereas the stock mar-
kets trade stocks in individual companies, futures trading in-
volves the trading of contracts. One thing to note is that
futures contracts eventually expire (mature), at which time
the holder of the contract could be obliged to fulfil the de-
mands of the contract. This is an interesting quirk of futures
trading thatmust be consideredwhenmaking predictions or
analyzing patterns in trading. As the expiration approaches,
contracts are rolled over to the next time period, and trad-
ing generally decreases up until the contract is expired13. The
contract then has a new expiry date. This leads to some pre-
processing challenges in producing a single contiguous time
series for use in an RNN.

1.2.6 TMX
TheBourse deMontréal, orMontreal Exchange (TMX),was
founded in 1832 inMontréal,Québec, and is Canada’s oldest
exchange. It is the only derivatives exchange in Canada, with
expertise in Financial DerivativesMarkets, Clearing Services,
Data Analytics, and Information Technology Solutions14.

1.2.7 BAX
The BAX futures contracts are three-month Canadian
Bankers’ Acceptance Futures traded on the Montreal Ex-
change. Bankers’ acceptances are short-termdebt obligations
that are backedby amajor bank. Because they are backed, the
payment of principal and interest on the debt is guaranteed.
Investors can purchase these contracts at a discount based on
yield, and collect face value at maturity. The maturity pe-
riod of bankers’ acceptance contracts generally ranges from
30 days to one year. Bankers’ acceptances were first intro-
duced in Canada in 1962, and BAX futures were the first in-
terest rate contracts to be traded on the Montreal Exchange
(BAX is a trademark ofTMX15). TheBAX futures contracts
were the futures contracts analyzed for the purposes of this
report.

2 Methods

2.1 Description of the Dataset

Thedataset consisted of ninemonths’worth of event history
from the Montreal Futures Exchange (TMX), from January
to September 2015. This dataset comprised numerous differ-
ent futures products, and all events related to these products.
Examples of related events included bids, asks, trades,
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Table 1: Summary of trading records on TMX, Jan.–Sept. 2015

Symbol Records

BAX 1,114,781
CGB 4,922,494
CGF 6,880
CGZ 43
SCF 45
SXA 3
SXF 2,434,429
SXK 5
SXM 13,235
SXY 4

Total 8,491,919

and other specialized events, related to such activities as op-
tions and strategy trading. A bid event is defined as an offer
to purchase one or more contracts of a specific future for a
certain price. An ask event is defined as an offer to sell one or
more contracts of a future at a specified price. A trade occurs
whenever the prices of an ask and a bidmatch, and a transac-
tion occurs.

The dataset was provided in 187 comma-delimited flat
files, one containing all events for each of the 187 trading
days that occurred between January 2 and September 30,
2015. These files, comprising some 80 million records were
imported into aMicrosoft SQL Server database table for eas-
ier filtering and processing. Since our analysis was concerned
with the actual trading price of the futures contracts, we
dealt only with actual trade events, filtering out all of the
other events that did not result in futures contracts changing
hands. Including only records that consisted of actual trades
resulted in a dataset of about 8.5 million records, consisting
of the trades that occurred over all futures products and con-
tracts. A summary of these records can be seen in Table 1.

Many of these products were traded infrequently, with
irregular intervals between each series of trades. Of the 10 fu-
tures traded on the TMX, only BAX contracts were traded
in high volumes on each of the 187 trading days for which
we had data. As a result, we decided to focus our study on
this particular futures symbol. There were 1,114,781 BAX-
symbol trades that occurred over the nine-month period.

Trades occur randomly and at irregular intervals, how-
ever RNNs require continuous time series data which is
spaced at regular intervals. This was handled by placing the
data from all trades into regularly-spaced bins, each of which
contained the total volume of trades for a contract, as well as
the average price at which it traded during the time interval
of the bin. Trading occurs on the TMX from 6:00 a.m. to
4:00 p.m., Mondays to Fridays, excluding holidays. Since an
RNN requires a high number of records in its training data

set, we decided tomaximize the number of bins that our data
set could support. This goal was limited by the requirement
to ensure that the bin size was large enough to ensure that all
bins were populated with trading activity. By running SQL
queries on the data set, we determined that while a half-hour
bin size did not ensure all bins were populated, maintaining
the bin size at 1 hour ensured that trades occurred for each
front-end BAX contract in that bin interval.

Analyzing futures trading with an RNN is further com-
plicated by the fact that futures contracts are time-limited,
with one contract expiring every three months. For exam-
ple, the BAXH15 contractmatured inMarch 2015, while the
BAXM16 contract expired in June 2016. A contract which is
not delivered at maturity is automatically “rolled over” into
the next-expiring contract. For example, anyone left hold-
ing the BAXH15 contract when it expired in March 2015
had their holdings automatically rolled over to the BAXM15
contract. As such, if we consider only the front-end con-
tract (the one maturing next), it is possible to analyze the
data as one perpetual time series, rather than a set of several
shorter-duration time series, if we have ameans to handle the
rollover.

Several different techniques that can be employed to
handle this problem13, each with their own strengths and
weaknesses. We chose to employ the perpetual time series
model, to ensure as smooth as possible a transition between
the front-end contracts during the rollover. This technique
avoids the uncertainty associated with guessing at which
point the activity of the new contract supersedes that of the
expiring contract by treating the trading data as a weighted
average of the two contracts13. This method suffers from
the fact that, since it averages the price between two con-
tracts, it does not necessarily provide the “real” price of any
specific contract. That said, of all of the techniques used to
splice futures trading data, this one provides the smoothest
transition13 and is thus best suited to provide input data to
an RNN.

Rather than choosing an arbitrary smoothing period
overwhich to average the two contracts (without any a priori
knowledge of the optimal period to choose), we determined
to average the two contracts with the nearest expiry dates on
a sliding scale to produce a perpetual time series using the fol-
lowing algorithm:

1. On the expiry date (last trading bin), t0, of the expir-
ing contract,C0, count the number of bins,N , to the
expiry of the next expiring contract,C1

2. For ti, 0 ≤ i ≤ N , using data from C1 and C2, cal-
culate:

a. volume(ti) = [i×7volumeC2(ti) +
(N – i)×volumeC1(ti)]/N
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b. price(ti) = [i×priceC2(ti)×volumeC2(ti) + (N
– i)×priceC1(ti)×volumeC1(ti)]/
[i×volumeC2(ti)+(N – i)×volumeC1(ti)]

This algorithm was implemented in an SQL query. The re-
sulting data set consisted of 1870 records (one for each hour
of 187 trading days). Graphs of these data can be seen in Fig.
1 and 2.

While the volumedata appear noisy and chaotic, the data
for price appear to follow an orderly enough pattern for an
RNN to predict. While the volume data may have been far
too noisy to predict with any degree of accuracy, we observed
that the large spikes in trading volume corresponded with
accompanying increases and decreases in price. As a result,
we determined to include the volume data as an input to the
RNN (along with the price), to generate a predicted price.

2.2 Execution

When we try to decide the parameters we use for our train-
ing process, we need to choose them considering their trade-
offs with respect to time and accuracy. For example, if the
accuracy of our prediction did not improve significantly be-
yond a certain number of iterations, increasing them further
serves to greatly increase processing time with diminishing
returns. Our goal in experimentation is to find an optimum
balance between these factors. In an RNN, the epoch refers
to the number of iterations used to train our neural network.
The RNN processes the data in batches, a certain number
of records at a time. Once the RNN has processed the en-
tire training data set (one epoch), it attempts tominimize the
loss/error on each batch of records by updating the weights
on each batch. The neural network tries to find the optimal
value where the error of a batch of data can be minimal for
all epochs.

The loss (error) remaining at the completion of each
epoch of training is shown in Fig. 3. Following a steep reduc-
tion between 1 and 20 epochs, further reduction is greatly
limited. Since almost no further reduction in loss was ob-
served for several epochs leading up to epoch 100, this was
the number of epochs we chose for our experiments.

Ideally, with unlimited processing power, wewould ana-
lyze each line of the training dataset and find the perfect value
to reduce the loss value to zero. However, this scenario, cor-
responding to a batch size of 1, would be incredibly ineffi-
cient. Further, such a scenario would also be exceptionally
susceptible to noise in the dataset. Rather, to reduce the pro-
cessing we require, while minimizing the impact caused by
outlier data, the RNN processes the data in larger batches at
once, updating themeanweights of the data points as it pro-
ceeds.

Plots of the processing time and final loss value deter-
mined for batch sizes of 16, 32, and 64 for runs of 30 epochs
and 60 time step values per prediction point are shown in
Fig. 4. We observe that processing time required declined
consistently as the batch size was increased, as we would ex-
pect. Moreover, an excessively-large batch size resulted in an
increased loss. The most interesting observation from Fig. 4
is that, beyond a certain point, a reduction in batch size does
not result in an improvement in the final loss value.

Based on these results, we determined our optimum
batch size to be on the order of 32. At this level, we optimize
the accuracy of the prediction, while limiting the length of
time required in processing the training data.

The number of time steps (records) used in the predic-
tion is another parameter of the RNN. As with the previous
parameters, the desired accuracy of the prediction must be
weighed against the processing time required to achieve it.

Figure 1: Spliced BAX front-end contract trading volume data,
grouped into 1-hour bins.

Figure 2: Spliced BAX front-end contract trading price data,
grouped into 1-hour bins.
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Figure 3: The loss remaining after the completion of each epoch
(batch size = 32).

Figure 4: Processing time required (blue) and final loss value (or-
ange), by batch size.

Figure 5: Root-Mean-Square Error over all predicted values, 1 bin
ahead, for 100 epochs and batch size of 32.
Figure 5 shows the the RMSE over all predicted values for
varying numbers of time steps used. As the figure shows,
while increasing the number of time steps decreases the over-
all error, it does so with diminishing returns. Since we found
using more than 120 time steps led to excessively long pro-
cessing times, we used a time step value of 120 records for our
experiments to minimize the error, while keeping the pro-
cessing time manageable

An RNN with lstm works by back-propagating the
weightings between layers using an error-minimization strat-

egy. The choice of which strategy to employ depends on
the data we are trying to predict. One of the simplest, and
most commonly-used error measurements is the root-mean-
square (RMS) measurement. Since our aim for this exper-
iment was to minimize the error in all predicted price mea-
surements, we employed an RMS propagation lstm, which
keeps a moving average of the squared gradients for each
weight and divides it by its mean squared to fix the learning
rate.

Using these determined parameters for our RNN, our
teamdecided to test theRNN’s capability to predict the price
of the front-end BAX contract, for each of 1, 3, 5, 10, 20,
and 30 bin intervals in the future. For each of our experi-
ments, our team fed the first 1700 records of the processed
data set into the RNN as training data, using the remaining
187 records to perform the predictions and compare the re-
sults.

3 Results

The results of the experiments are shown in Fig. 6–11. As
is demonstrated by these charts, in none of the experiments
was the RNN able to pinpoint the price. Moreover, the ac-
curacy of its predictions appear to decline considerably the
further in the future its predictions are projected. Figures 10
and 11 in particular, demonstrate very little relationship be-
tween the predicted and actual price for predictions 20 and
30 bins in the future, respectively. Notably, since we were
working with bin sizes of one hour for 10-hour trading days,
this means the RNN showed little predictive capability only
two and three days in the future.

4 Discussion and Conclusions

After conducting six experiments with varying numbers of
time steps it was noticed that an RNN is not useful for pre-
dicting the price with any real accuracy, particularly for pre-
dictions of more than 10 bins (one day) ahead. While the
RNN seems able to sense price changes as (or after) they oc-
cur, even the short-range predictions appear unable to re-
flect sudden or sharp price movements, tracing these as fluid
curves rather than as they occur, as sharp spikes in price. This
indicates that the RNN is merely reflecting the movement it
is detecting in its most current data, rather than predicting
future movements, based on its prior learning.

The accuracy of the predictions (predictably) decrease as
theRNN is tasked to range its predictions even a couple days
(20bins) into the future. This, coupledwith the lag observed
between when price movements begin occurring and when
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they are observed in the RNN’s predictions suggest an RNN
to be, at least as we have implemented it, of limited utility as
a price-predictive tool. That said, the RNN’s ability to sense
and reflect trends and movement in the data suggest that it
may show some promise as a tool to detecting patterns, but
with the caveat that the time range it is analyzing not be ex-
tended too far beyond the data it is provided.

Given the RNN’s sensitivity to fluctuations in the pro-
vided data, it would be an interesting extension to these ex-
periments to see how the results would be affected by chang-
ing the bin size. Some sizes that may produce interesting
results are two hours, up to a whole day. Grouping the
data into larger bins would result in reducing the noise levels
of the input data, potentially improving the RNN’s perfor-
mance.

Another interesting experiment that could be done is
to run these experiments using an unsupervised learning
neural network. The RNN used for the purposes of this
paper was a supervised network, meaning that we needed
to train the network on preselected data before feeding it
the data used to make its predictions. It would be inter-
esting to see the results of an unsupervised neural network
could provide, particularly when provided more input
vectors to analyze. Given the ability of RNNs to detect
patterns, such an experiment could potentially reveal un-
foreseen relationships in trading betweenmultiple contracts.

Figure 6: Predictions 1 bin ahead.

Figure 7: Predictions 3 bins ahead.

Figure 8: Predictions 5 bins ahead.

Figure 9: Predictions 10 bins ahead.
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Figure 10: Predictions 20 bins ahead.

Figure 11: Predictions 30 bins ahead.
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Abstract
Manitoba has the most peatland by provincial area of any province in Canada and contributes ~11% of Canada’s hor-

ticultural peatland production. Peat harvesting requires the lowering of the water table; this water is usually channeled to a
fluvial system (e.g. a river) but in some cases must be actively pumped. The South Julius bog inManitoba is an example where
the pumped discharge was through an adjacent treed bog. The trees in the bog on one side of the drainage ditch were dead,
but the trees on the other side were alive after nearly 10 years since the ditch was created. This study investigated possible
hydrological causes by instrumenting three transects of wells that ran perpendicular to the drainage ditch and extended 20
and 50 m into the bog on the dead and live side, respectively. Average water tables on the live side were 15 cm lower than
the dead side. The dead side water levels were similar to a natural fen located adjacent to the treed bog. Construction of the
drainage ditch yielded a >20 cm high berm that ran alongside the live side, functionally isolating the live side from the surplus
water in the drainage ditch. The berm helped with maintaining the lower water table treed bog vegetation requires. We
recommend that future drainage ditches be constructed in such a way that berms on both sides are made, functionally creating
a canal to the fen, where the excess water is less detrimental to the fen vegetation which is adapted to wetter average conditions.

Keywords: Peat Harvesting, Peatlands, Hydrology, Disturbance, Drainage

1 Introduction

W etlands cover ~43% of Manitoba’s land area
with the majority of those being organic
wetlands, commonly known as peatlands1.
Within Manitoba, peatlands can be found

across the province except for the southwest corner where
part of the prairie pothole region (marshes and shallow open
water wetlands) ofNorth America is found2. Globally, peat-
lands represent a significant storage (16–33%) of the soil
carbon (C) pool, despite covering only 3% of the Earth’s
surface3. Within North America, wetlands store 220 Pg C,
most of which is in peat4.

Peatlands are divided into twomain categories: bogs and
fens (some swamps are peatlands, but these are the minority
in Canada)5. Bogs are ombrogenous (a water source from
precipitation only), meaning that they are isolated from re-
gional groundwater or surface flows. However, fens can re-
ceive water from various sources such as groundwater dis-
charge or surface water (e.g. streams) inflows. Bogs typically
have lower water tables (up to ~50 cm below the surface),
whereas fens can have flooded conditions most of the year
and act as conveyors of water in the landscape6.

Bogs have a diplotelmic (two layer) soil structure7: the
acrotelmand the catotelm. The acrotelm is the upper ~50 cm

of alive and poorly decomposed Sphagnum mosses, which
have very large pores and high hydraulic conductivity. These
properties allow water to flow quickly and easily off of the
bog in times of high water tables, such as spring melt or
heavy rain. The catotelm is below the acrotelm and is typ-
ified by highly decomposed Sphagnummosses (called peat),
which has small pores and lowhydraulic conductivity, which
limits the lateral runoff of water from a bog. The catotelm
varies in thickness, but 1-3 m is common in this area (un-
published data). Combined, these two layers allow the bog
to remain wet (catotelm) but not too wet (acrotelm); per-
manently flooded conditions are detrimental to most bog
vegetation8.

Canada is one of the world’s largest producers of hor-
ticultural peat9 with ~11% of Canada’s total coming from
Manitoba peatlands. Bogs are the main peatland type used
for peat extraction due to the presence of Sphagnum peat.
Preparing a bog for peat extraction requires lowering the wa-
ter table. This is achieved by digging ditches spaced 30 m
apart to allow the catotelmic peat to drainmore efficiently10.
These drainage channels are connected in rectangular style
drainage networks and, when possible, drained by gravity to
a nearby fluvial system such as a stream or river. However,
due to the low relief typical in peatland systems, sometimes
the drainage water must be actively pumped into a nearby
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fluvial system because gravity drainage alone is insufficient.
At the South Julius bog in South Eastern Manitoba,

drainage water is actively pumped through an adjacent bog
from the harvested fields into a nearby fen. A drainage ditch
was constructed through the bog to facilitate the drainage. A
site visit inMay 2015 revealed that all of the trees on one side
of the ditch were dead, whereas on the other side the trees
were alive. A bog with dead vegetation is no longer a car-
bon sink, norwould offer suitable habitat for various species.
Thus understanding the cause of the death may lead to rec-
ommendations for prevention for future developments.

The objective of this research paper was to determine
what might be causing the tree death on one side of the
drainage ditch, but not the other. We hypothesise that ex-
cess water from the pump would be too much water for the
acrotelm to effectively shed, raising the water table too high
for healthy bog vegetation growth.

2 Methods

2.1 Study Site

The South Julius bog (49.937778°N, -96.235249°W) is lo-
cated ~20 km west of the town of Whitemouth, Manitoba
(Fig. 1). The peat extraction area is ~250 ha and drains
towards the middle of the east edge of the site. To the
north/east of the site is the remaining treed bog that was not
harvested, and north of that is a fen system that flows north
west. Black spruce and tamarack contained in the bog make
it heavily treedwith a ground cover of Sphagnumhummocks
and various Ericaceous shrubs.

The drainage ditch was constructed in 2007 (Tim
North, personal communication) it runs ~500 m in a north-
east direction and is ~2 m wide. During construction of
the ditch, the extracted material was placed on the east side,
forming a small berm (more details in the results) that runs
along the length of the ditch. The north/west side of the
ditch is called the “dead” side and the south/east side is called
the “live” side.

Beausejour, ~22 km northwest of South Julius, is the
closest Environment Canada weather station with 1981-2010
climate normals data. Mean January and July temperatures
are -16.9°C and 19.2 °C respectively, with amean annual tem-
perature for the area of 2.8°C. Annual precipitation is 570.3
mm, with snow accounting for 20% of this total11.

2.2 Methods

To determine the elevation profile across the ditch, a topo-
graphic survey using a differential global positioning system

Figure 1: Oblique air photo (drone) of the site looking northeast
(a) and Google Earth satellite image of the surrounding landscape,
showing the approximate locations of the transects and well locations
(b). Distance from Inflow to Fen point in the lower figure is ~500
m.

(dgps)was conducted in June 2015 byKGSGroupConsult-
ing Engineers. They surveyed three transects (~80 m long)
that ran perpendicular to the ditch at approximately 50, 200,
and 350 m from the start of the ditch. The transects went
into the bog on both the live and dead side (Fig. 1).

To determine meteorological inputs (rain) to the site,
a simple weather station was installed (as part of another
project at the South Julius site) approximately 500 m south-
west of the start of the drainage ditch. The weather station
consisted of a Campbell Scientific CR1000 data logger with
a Texas Instrument (TE525) tipping bucket rain gauge and a
Rotronic Instrument Corp (HC-S3) air temperature and rel-
ative humidity probe. The logger measured the instruments
every minute, but recorded the total rain and average tem-
perature every 30 minutes.

To determine water table positions on either side of the
ditch, three transects of wells that ran perpendicular to the
drainage ditch were installed approximately equidistance
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Figure 2: Surface elevation of the three dgps transects. Distances
are reported from the end of the ditch, assuming a 2 m wide ditch
(hence -1 and 1 m on the x-axis). The live side are the positive values.
The distances from the start for the light grey, black, and dark grey
lines were 50, 200, and 350 m, respectively.

along the length of the drainage ditch (100, 200, and 300 m
from the start of the ditch; except on the Dead side where
the final transect was closer, due to the incredibly difficult
walking conditions). Wells within each transect were located
on the live side at 2, 5, 20, and 50 m intervals from the ditch
edge. On the dead side, wells were located at 0, 5, and 20 m
(Fig. 1). Wells were also installed at the inflow (south end of
the ditch), in the lagg (transition between bog and fen) zone,
and in the fen proper. Within the bog on the live side, the
wells were typically installed in the hollow (low lying areas
between the hummocks) as they represent a more consistent
eleveation. Due to the flooded conditions, this was not pos-
sible on the Dead side (could not see the hollows). These
28 wells were measured bi-weekly in July and August. Wells
were constructed from2.54 cmdiameter PVCpipewith 0.75
cm holes every 10-15 cm along the length of the pipe. The
pipes were covered in a nylon stocking to prevent peat from
entering the pipe and clogging the holes. An auger with a di-
ameter slightly smaller than the pipe was used to pre-auger
the hole to ensure a snug fit. Wells were measured using
a calibrated blow stick to measure the water depth relative
to the surface and were measured five times (roughly every
other week) from late June to early September, 2015. Pump-
ing rates for the water pumped into the ditch were obtained
from SunGro Horticulture staff as the amount of time the
pump was on. If the pump was on, it would be pumping at
a rate of 200 imperial gallons per minute (909.2 L/min).

3 Results

The seasonal (May to September) precipitation was 199 mm
higher than the 30-year climatenormal11. Temperatureswere
generally slightly warmer with May to September average
temperatures being +0.7, +0.7, +1.2, -0.1, and +3.6 °C com-
pared to the 30-year average for that respective month.

The topographic survey revealed that construction of
the drainage ditch yielded a small raised berm on the live side
of the ditch (Fig. 2). Of the transects surveyed, the berm
height ranged from 22 cm to 33 cm, but visual observations
obtained bywalking the entire lengthwould suggest that the
rangewas actually larger, with some areas of bermbeing > 60
cmhigher than the surrounding landscape. Thewidth of the
berm also varied, but was typically between 6 and 8 m wide.
Ground surface elevations on the dead side appeared to be
~15 cm higher than that on the live side immediately adja-
cent to the ditch. These differences became less pronounced
by 25m away from the berm, where the dead and live sides
were similar in elevation.

Water table depths were statistically significantly differ-
ent between the dead and live sides of the ditch (Fig. 3, Table
1). Median water table depth (relative to the surface; posi-
tive being above andnegative being below the surface) on the
dead side ranged between 13 and 16.8 cm depending on the
distance from the ditch. On the live side, these values ranged
between -5.8 and 2.6 cm, with the 5, 20, and 50 m distances
being within 1 cm of each other (3.4, 3.6, and 2.6 cm for 5,
20, and 50 m, respectively). Within the Lagg and Fen loca-
tions, median water tables were 21 and 13.4 cm, respectively,
and not statistically significantly different (at 99%, but were
at 95%) from each other, nor any of the Dead side locations
(Fig. 3, Table 1).

From May to September the pump ran between 24 to
168 hours per week (i.e. never off), with monthly total dis-
charge ranging from 6541 m3 (May) to 30,526 m3 (August).
Total discharge for theMay to September period was 88,669
m3. With a surface area of the dead side of 0.6 km2, the
pumped water represented 153 mm of “runoff” (volume of
water pumped / surface area of the bog) on the dead side.

4 Discussion and Conclusion

It is well documented that bogs and fens have different
hydrology2, 5. Bogs are seen as storage features in the land-
scape, discharging water rapidly through the acrotelm in the
spring when water tables are high, or after heavy rain events.
Fens, however, are seen as conveyors ofwater, or the “rivers”
of
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Table 1: Wilcoxon Rank Sum test p-values of water table depths between the Dead (D) and Live (L) sides
for their given distance (m) from the ditch. For example, the wells located 20 m from the ditch on the
dead (D20m) and live (L20m) sides were significantly different, but the D20m was not different from the
Lagg, Fen, or the other Dead side locations.

p-
value

D20m D5m D0m L2m L5m L20m L50m Lagg Fen

D20m - 0.14 0.53 <0.01 <0.01 <0.01 <0.01 0.12 0.76
D5m - 0.49 <0.01 <0.01 <0.01 <0.01 0.54 0.76
D0m - <0.01 <0.01 <0.01 <0.01 0.22 0.23
L2m - <0.01 <0.01 <0.01 <0.01 <0.01
L5m - 0.83 0.22 <0.01 <0.01
L20m - 0.21 <0.01 <0.01
L50m - <0.01 <0.01
Lagg - 0.015
Fen -

Figure 3: Boxplots of median water table elevations relative to the
surface (positive being above, or flooded, and negative being below
the surface) on the dead (D) and live (L) sides. Distances follow
the letter (e.g. D20m means 20 m from the ditch on the dead side).
The notches (triangular indent) above and below the median (black
line) can be used as a way to visualize statistically significant differ-
ences: where the notches (or the base of a triangle that would fill the
notch) do not overlap on the y-axes they are significantly different
at α = 0.05, but where they do overlap, they are not significantly
different . For example, L50m has top and bottom notches at ~6
cm and -1 cm, and Lagg has top and bottom notches at ~22 cm and
18 cm. L50m’s notch range of -1 to 5 cm does not overlap with Lagg’s
notch range of 18 to 22 cm, and thus they are statistically signifi-
cantly different. However, L20m’s notches are ~6 cm and 0 cm,
and 0 to 6 cm overlaps with -1 to 5 cm (L50m), and thus they are
not statistically significantly different. See also Table 1.

peatland systems, and thus often have water tables at or
above the surface. As such, vegetation indicative of each en-
vironment has adapted to the averagewater table conditions.

The 2015 field season was much wetter than average,
with 199 mm of surplus precipitation in only 5 months (re-
call average annual precipitation is only 570.3 mm, with
374.1 mm for the same 5 months). As such, the discussion
of the results must be considered with a wetter than normal
field season for data.

We believe that the berm, being > 22 cm high, isolated
the live side fromthe surpluswater of thepump. Thepump’s
“runoff” (volume ofwater pumped / surface area of the bog)
was 153 mm of water, or 15.3 cm, which is below the height
of the berm. Combined with the surplus precipitation, 352
mm of extra water needed to be shed from the bog, which
likely exceeded the bog’s ability to remove the water. The
dead side water tables were 15 cm (150 mm) higher than the
live side, suggesting that the flood waters remained well past
the spring melt, as the pump acted as surrogate for continu-
ous “heavy rain” that the bog was unable to shed in a timely
fashion.

Complicating matters further, we were informed after
our field season that there was a second, even larger pump
that dischargedwater into themiddle of the dead side for pe-
riods of the summer. We do not have the data for this pump,
but would argue that its impact would exacerbate the prob-
lem of the main pump and not change the interpretation of
our results.

Interestingly, there was no difference in water table be-
tween the Lagg and Fen locations and the dead side (Fig.
3, non-overlapping notches), suggesting that the fen would
be more than capable of handling the surplus water of the
pump. In fact, due to the increased area of the fen, the
pumped water from the 2015 field season would be ~43 mm
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of water (rather than the 153 mm reported above).
It is likely that the difference inwater levels reported here

between the dead and live sides is actually much less (i.e. we
have under-represented how flooded the dead side is) due to
the location of the wells. As noted in the Methods, wells
in peatland studies are often installed in the hollows as the
hollows have a much more consistent elevation within the
landscape, despite hollows only covering roughly a third to
a quarter of the area. On the live side, wells were installed
in the hollows. If we considered the depth below the aver-
age hummock height (not measured, but a reasonable esti-
mate would be 30 cm obtained from a nearby bog), water
tables would drop a further 30 cm. The flooded conditions
on the dead side meant that locating hollows was nearly im-
possible as we could not see the surface when the wells were
installed. Visual observations of the live side would suggest
that hummocks accounted for 75% of the surface area, thus
is it quite likely that wells installed in the dead side were in-
stalled in hummocks. Installing a well in a hummock would
automatically increase the depth to water table (or lessen the
flooded depths found here) as hummocks rise up above the
hollow surface. Thus, based on our well locations the live
side would have had an average lower water table than re-
ported here, and the dead side a higher average water table.
This highlights just how much more standing water there is
on the dead side than the live side.

Lowering of the water table in harvested peat fields is a
necessary component of peat extraction, and, when possible,
peat companieswouldmuch rather discharge to anatural flu-
vial systems (e.g. a river) as it can be done passively, with-
out the costs of running and maintaining a pump. Given
that river watershed areas are significantly larger than the
peatlands noted here, the volume of water can easily be
absorbed by the system with no “flooding” impact down-
stream. However, when no such natural fluvial system ex-
ists, pumps must be used. Discharging to a fen makes a lot
of sense, given their higher water tables and natural “river”
role in the landscape, and their ubiquity of being locatednext
to bogs13. However, when discharging through a bog, we
would strongly recommend that berms be constructed on
both sides of the ditch so that the water may flow directly
to the fen, bypassing the bog. This would allow the bog to
remain as a carbon accumulating ecosystem with important
habitat for various flora and fauna. As bogs are ombroge-
nous, the ditch with berms would have little impact to the
hydrology of the bog, as evidenced by normal water tables
and the healthy, live vegetation immediately adjacent to the
ditch.

We acknowledge that this study represents only one field
season at one field site and that the flooded conditions of this

field season alone did not contribute to the death of the trees
on the dead side (as theywere deadwhenwe arrived inMay).
However, it is very likely the surplus water discharged into
the bog every summer from 2007 to the current study year
continually raised the water level to maintain flooded con-
ditions not conducive to continued bog vegetation growth,
and hence their death.
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Abstract
Mycobacterium abscessus complex is a rapid growing non-tuberculous mycobacteria (NTM) and a clinically significant

pathogen capable of causing varying infections in humans. It is notoriously difficult to treat due to its inducible resistant state
to clarithromycin and intrinsic resistant states to other drugs including rifampicin. Typing schemes for bacterial pathogens
provide numerous applications including sourcing an outbreak, identifying cross contamination, chain of transmission and
surveillance. However, they either lack or are limited for many NTMs including M. abscessus complex. The current pub-
lically available scheme on Pubmlst has not been updated in several years and was only able to apply a sequence type to less
than half of tested isolates. This project was aimed at creating a workflow for the development of a multi locus sequence typing
(mlst) scheme using whole genome data. A total of 104 genomes and 14 loci were used to build the scheme (including 3 type
strains of each of the 3 subspecies). All 7 genes from the Pubmlst scheme were incorporated namely, argH, cya, gnd, murC,
pta, purH, and rpoB and were expanded by 6, 9, 12, 8, 12, 10, and 8 alleles, respectively. Another 7 novel genes were added
including hsp65, erm(41), arr, rrs, rrl, gyrA, and gyrB with 9, 14, 20, 7, 25, 24, 22 alleles, respectively, with 62 unique
sequence types were identified among all isolates. This scheme can also differentiate M. abscessus complex to the subspecies
level on the basis of 3 discriminatory genes and includes 6 genes related to antimicrobial resistance.

Keywords: Whole Genome Sequencing, MLST, Mycobacterium abscessus Complex, NTM

1 Introduction

M ycobacterium abscessus is a rapidly-growing
mycobacteria, commonly found in soil and
water that is becoming a growing clinical
concern1. It can cause a range of infections

from pulmonary to soft tissue infections2. More concern-
ing is its intrinsic resistant state to a large number of an-
timicrobials, making it one of the most resistant pathogenic
rapidly growing mycobacteria (RGM)3. A particular chal-
lenge with M. abscessus is its controversial nomenclature.
M. abscessus (also known asM. abscessus complex orM. ab-
scessus sensu lato) has recently been divided into three sub-
species, M. abscessus subspecies abscessus, M. abscessus sub-
species massiliense, and M. abscessus subspecies bolletii (for
simplicity each subspecies will be referred to asM. abscessus,
M. massiliense andM. bolletii, respectively). Until 1992,M.
abscessus was classified under the M. chelonae group and it
was not until 2013 that it was split into the three subspecies
that are nowmost commonly used2, 4, 5.

Typically, mycobacteria are differentiated by their 16S
rRNA sequences as it is well conserved within the genus6.

However, this is not sufficient to differentiate the subspecies
as they have been found to have identical 16S sequences7.
While the subspecies are typically differentiated by PCR am-
plification and sequencing of the hsp65 or rpoB genes, with
the growing trend of whole genome sequencing, it has be-
come easier and less expensive tousewhole genomedata than
ever before. A similar genotyping scheme reported that to
obtain all the data for their analysis it both less expensive and
less time consuming to use whole genome sequencing ver-
sus traditional Sanger sequencing. Bartels8 Multi-locus se-
quence typing (mlst) has been a staple inmolecular biology
for the past 20 years. Its usefulness extends from an epidemi-
ological tool to pathogenicity, evolution and surveillance9.

Traditionally, mlst schemes are composed of seven
house-keeping genes of 450–500 base pairs in length and
each gene would be sequenced and analyzed (mlst-home,
mlst.net) using an algorithm to assign allele numbers for each
gene. However, with access to whole genome sequencing,
this method is becoming outdated and whole genome data
should be utilized in every way possible. It becomes much
easier to use larger and a greater number of genes because in-
dividual gene sequencing is no longer required. With whole
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Table 1: Expansion of alleles from previously established loci as last
updated by curator S. Kim on 2012/08/06, accessed 2018/04/10

Alleles argH cya gnd murC pta purH rpoB

Previous 6 5 7 8 11 7 4
New 6 9 12 8 12 10 8
Total 12 14 19 16 23 17 12

genome sequencing becomingmore andmore prevalent due
to lowering costs, novel techniques are needed to be able to
process and utilize more of the data and information that it
brings. The publically available mlst database forMycobac-
terium abscessus complex is split into two schemes,M. absces-
sus andM. massiliense, this paper and scheme is a modified
and updated version of the M. abscessus scheme developed
by Kim10.

This project was aimed at creating a workflow for the de-
velopment of a multi locus sequence typing (mlst) scheme
using whole genome data.

2 Materials andMethods

2.1 Genome Collection

An original set of 16 genomes (subset 1; Appendix 1) were
downloaded from the EuropeanNucleotide Archive in fastq
format. They were then uploaded to Galaxy11 and run
through the MentaLiST algorithm12, an mlst allele caller
that uses the publically available scheme on pubmlst.net as
imported on the Galaxy and fastq formatted genomes. Two
other mlst algorithmswere tested for use, the first being the
Centre for Genomic Epidemiology (CGE) and Stringmlst13.
CGE was rejected due to taking over a day to type a single
sample and often failed. Ultimately, MentaLiST was chosen
over Stringmlst as it was faster and user friendly.

Reference genomeswere obtained fromncbi for the type
strains of the three subspecies, M. abscessus subspp. absces-
sus, massiliense, and bolletii under the accession numbers
atcc19977, ccug48898 and ccug50184, respectively. The
genome size of each is roughly 5 Mb. An additional set of
97 genomes (subset 2; Appendix 2) (accessed from ncbi un-
der the accession srp127025) and 75 genomes (subset 3; Ap-
pendix 3) from the study erp001039 were downloaded. All
198 genomes from the three subsets were subjected to qual-
ity filters on the following parameters: successfully be typed
byMentaLiST, successfully assemble, have a coverage greater
than 5 and at least 80%mapped to the reference strain. From
the 198, 104 passed all parameters andwere used to create the
scheme.

2.1.1 Genome Assembly
The first 16 test genomes were assembled in irida (irida.ca)
with default parameters. For simplicity and ease, the re-
maining genomes were assembled in Public Health Agency
of Canada’s Galaxy (developed by Bioinformatics core) us-
ing the SPAdes pipeline which provided the output of aver-
age coverages used as a parameter of greater than 5. While
this coverage is generally considered low, due to the quality
of available data it was decided to be sufficient in order to
have a workable dataset. Sequencing reports were also run
in Galaxy to ensure all were greater than 80%mapped to the
reference of atcc19977.

2.1.2 mlst Scheme Development
All 104 genomes were then run through a customized R
script (known as “MasterBlaster”) in R Studio (R Studio
Inc., Boston, USA) initially developed in-house by Walter
Demczuk (National Microbiology Lab, Winnipeg, MB) for
genotyping of enteric pathogens. The script takes a user
imported wild type gene and utilizes blast14 to query a sin-
gle genome (or several) against the wild type and identifies
a match or calls it as not found and the user can input it
as a novel allele. This was done for all seven genes of the
previously established loci in the M. abscessus mlst scheme
(pubmlst.com) as well hsp65, erm(41), rrs, gyrA, gyrB, rrl,
and arr. We developed an allele list specific for MAB in-
corporating essential genes for both identification genes and
antimicrobial resistance genes. These genes are relevant in
identification, clarithromycin resistance, aminoglycoside re-
sistance, fluoroquinolone resistance (gyrA and gyrB), clar-
ithromycin resistance and rifampicin resistance, respectively.

Wild type genes for the novel genes were arbitararily ob-
tained from the genome of the atcc19977 strain ofM. ab-
scessus (accession: NC_010397). The exception to this is the
erm(41) where a partial sequence for the T28 sequevar was
used as the wild type from accession HQ127365, the C28
sequevar was obtained from HQ127366, and the M. mas-
siliense andM. bolletii alleles came from their respective type
strains. All sequences from the M. abscessus database on
Pubmlst were merged with the developing database with al-
lele 1 from each respective loci becoming the ‘wild type’.

The first part of the script (MasterBlaster) is known as
the development stage. A wild type gene was selected (and
became allele 1) and all genomes were blasted against this se-
quence. The script reports results for each genomeon the ba-
sis of presence or absence of the gene (POS or NEG), if pos-
itive it proceeded to whether the allele matched one already
in the database and it gave the allele number or reported it as
not found (NF). If NF, the sequences were then opened in a
sequence viewer, AliView v. 1.2315, an alignment viewer and
editor that can be downloaded for free from the internet.
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Table 2: Allelic characteristics of novel genes added to the scheme.
hsp65 erm(41) arr rrs rrl gyrA gyrB

Alleles 91 14 20 7 25 24 22
Length (bp) 424 3602 426 1504 3112 2520 2025

1 An allele for M. chelonae was added in order to differentiate it from M. abscessus but not included in cal-
culations in Table 3.
2 The length for the allele correlating toM. massiliense is 283 base pairs.

Table 3: Sequence diversity of each locus. Full similarity matrices of
all alleles can be found in Appendix 4. erm(41) was excluded due
to the large deletion in M. massiliense that skews results.

Locus Average Sequence
Divergence

Average Percent
Identity

argH 2.33 97.7
cya 1.82 98.2
gnd 2.58 97.5
murC 2.28 97.8
pta 1.47 98.6
purH 1.48 98.5
rpoB 2.67 97.4
hsp 3.33 96.8
arr 1.72 98.2
rrs 0.162 99.8
rrl 0.165 99.8
gyrA 1.25 98.8
gyrB 1.56 98.4

Table 4: Allelic assignments for hsp65 with associated subspecies
name and mutations. Mutation numbering based upon the M.
abscessus type strain (atcc19977)

Allele # Subspecies Associated
Mutations

1 M.abscessus Wild type
2 M.massiliense Wild type
3 M. bolletii Wild type
4 M. massiliense T293A
5 M. bolletii T200C
6 M. abscessus C200T
7 M. abscesus C299A
8 M. bolletii C173T and T200C
9 M. chelonae Wild type

From this point, any duplicate sequences of an individ-
ual gene were identified in AliView and removed, leaving
only unique alleles which were arbitrarily assigned a number
and then used to build the allelic database for each individual
loci. When the individual gene databaseswere completed, se-
quence types (STs) are defined by running all genomes with
all loci to generate allele profiles through the MasterBlaster

script. These allele profileswere unique to each of the 62 STs,
in other words, each had different combinations of alleles at
each locus. Thesewere exported intoMicrosoft Excel and the
“Remove Duplicates” function was used to filter out any of
the 62 STs that may have been repeated among all isolates.
After the definition of STs, the second and separate script,
known as the mlst script, was used. This script reported al-
lele numbers for a given isolate at each loci and reports the
ST that corresponds with a given allele profile.

As it currently functions, the mlst script requires that
alleles for a given gene must all be the same length in order
for the algorithm to identify the sequence, due to this; mul-
tiple genes had to be trimmed. The last base pair of argH
was deleted and the last codon from gnd and gyrB were re-
moved. However, erm(41) posed a greater issue. Because
M. massiliense has a truncated gene, it is significantly shorter
than the others; when all alleles were trimmed to match the
length of M. massiliense, multiple sequences were flagged
as duplicates because their variation existed after the cutoff,
thus introducing errors as these sequence were not actually
duplicates. When samples are run through the mlst script,
shorter sequences will be given an X (meaning no gene was
found) and they can then be taken back to theMasterBlaster
script and identified as containing the M. massiliense allele
for erm(41). When an allele was found that did not match
one in thedatabase, itwas flaggedwith aquestionmark. This
genome would then be taken back to the development stage
(MasterBlaster script) and generate a new allele if applicable.
This step is highly quality controlled.

Following completion of the scheme and establishment
of sequence types, two clinical strains were extracted by a
colleague using the InstaGene protocol (Bio-Rad, Hercules,
California, USA) and assembled in irida. The two samples,
1800282 and 1800298, were used to test the final scheme in
the mlst phase and ensure it was functioning as expected.

3 Results

The original M. abscessus mlst scheme that is publically
available on Pubmlst is comprised of 7 genes (argH, cya, gnd,
murC, pta, purH, and rpoB) which were compiled into 26
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Figure 1: Phylogenetic tree of all query genomes based on single nucleotide polymorphism analysis. Created as output of SNVPhyl pipeline
(from Galaxy) analysis and visualized with FigTree v.1.3.4. Magenta branches represent M. bolletii, red is M. massiliense, blue is M.
abscessus, and green is M. chelonae. Run with Galaxy’s default parameters except the minimum coverage which was set to five.

sequence types. A total of 7 new genes were added, all with
capability to differentiate between the subspecies ofM. ab-
scessus complex or a gene involved in antimicrobial resistance.

These novel genes are: hsp65, erm(41), gyrA, gyrB, rrs, rrl,
and arr. Similarity matrices for all alleles of all genes can be
found in Appendix 4.
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Table 5: Characteristics of alleles used for erm(41).
Allele # Subspecies Associated

Mutations
Relevant
Sequevar

Predicted
Phenotype

1 M. abscessus Wild Type T28 Resistant
2 M. abscessus Wild Type C28 Susceptible
3 M. massiliense Truncated/Wild

Type
NA Susceptible

4 M. bolletii Wild Type T28 Resistant
5 M. abscessus G95T/T285C T28 Resistant
6 M. abscessus A246G/T285C T28 Resistant
7 M. bolletii G63A, C285T T28 Resistant
8 M. abscessus T285C T28 Resistant
9 M. bolletii A63G, C77T,

T285C, A289G,
T357C

T28 Resistant

10 M. abscessus T198C, C285T T28 Resistant
11 M. bolletii A63G, T285C,

T357C
T28 Resistant

12 M. abscessus G294C T28 Resistant
13 M. bolletii A63G, A96T,

C259T, T285C,
A297G

T28 Resistant

14 M. abscessus T154C, T285C C28 Susceptible

Mutation numbering based on M. abscessus type strain (atcc19977) as reference sequence. Due to a partial
sequence being used, position 28 is 154 in this scheme.

3.1 MentaLiST Results

Using theMentaLiST algorithm, samples were first typed by
theM. abscessus scheme from Pubmlst. Fastq files were not
obtained for M. massiliense or M. bolletii type strains and
thus did not undergo this typing. Of 102 samples, 45 were
identified as a defined sequence type (ST), 23 belonging to
ST5, 15 belonging to ST9 and 2 belonging to ST24. That
leaves 56% of samples notmatching a ST.While this can par-
tially be explained by the fact that subspecies other than M.
abscessus were included, only 26% of samples were identi-
fied by hsp65 analysis as not belonging to the M. abscessus
subspecies so many samples still fall outside of the defined
sequence types.

Based on the correlation of sequences of their rpoB, hsp,
and erm genes, 72 samples were found to beM. abscessus, 8
asM. bolletii, and 19 asM. massiliense. Three samples pro-
duced discrepant results (discussed below; Table 7) and one
sample was identified asM. chelonae based on its hsp65 and
16s RNA sequences (err572848). These identities align as
expected with the clustering of the phylogenetic tree below
(Fig. 1)whereM. abscessus type strainwas used as a reference.

3.2 Novel mlst Results

A total of 62 unique sequence types (STs) were identified
among all samples with 41 duplicated STs. The STs were

completely redefined in accordance with all loci and in no
way relate to those on the published Pubmlst scheme. STs
1, 2 and 3 correspond to the type strains for M. abscessus,
M. bolletii and M. massiliense, respectively. All remaining
ST numbers were arbitrarily assigned based on unique allele
profiles. However, at this point in time, due to the trunca-
tion in erm(41), noM. massiliense STs can be automatically
identified by the mlst script.

By increasing the amount of unique allele profiles from
26 to 62, the discriminatory power is increased by 4.2x. The
amount by which each gene was added to in terms of alleles
is displayed in Tables 1 and 2. Additionally, the allelic diver-
sity of each gene is illustrated in Table 3. On the other hand,
because there is double the number of genes involved in the
scheme, it will become less likely for an isolate to have a 100%
match to a given ST.

A total of 16 samples failed to be applied a specific ST.
Of these, 24 individual errors within the 16 samples were
identified. The reason for this is unclear because an allele
was found for all genes and all genomes within the Mas-
terBlaster script and a ST was assigned for all isolates in the
scheme. Problems arose in alleles: rrs24, rrs25, rrs1, rrs3,
rrs7, purH12, pta16, and arr18. All of these alleles with the
exceptions of arr18 and purH12 were properly identified in
other genomes. A possible explanation would be the assem-
bly quality of the genomes as the parameters were set fairly
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Table 6: Allele information for rpoB.

Allele # Subspecies Attributes
1 M. abscessus Pubmlst

original\Wild
Type

2 M. abscessus Pubmlst original
3 M. abscessus Pubmlst original
4 M. abscessus Pubmlst original
5 M. bolletii Wild Type
6 M. massiliense Wild Type
7 M. massiliense
8 M. massiliense
9 M. massiliense
10 M. massiliense
11 M. massiliense

Table 7: Gene Identities of Discrepant Genomes

Accession # rpoB
Identity

hsp65
Identity

erm41
Identity

SRR5483260 M. abscessus M.
massiliense

M.
massiliense

SRR3321827 M. abscessus M.
massiliense

M.
massiliense

ERR908849 M. abscessus M. bolletii Non type
strain

low due to the quality of available data. It is speculated that
the whole genome sequencing (WGS) was missing data for
some of these genes.

After competition of the scheme and establishment of
STs, two clinical samples were analyzed as a test. While
neither matched a previously defined ST, the first sample,
1800282, had 100% matches for 13/14 genes but lacked an
exactmatch forgyrB. The second sample, 1800298 had 100%
matches to 8/14 alleles including hsp, erm, rrl, rrs, argH, gnd,
murC, and purH. TwonewSTswere added for these isolates.

3.3 Discrepant Genomes

Three samples presented with discordant results with dif-
fering identities at several identification loci, as seen in Ta-
ble 7. According to the recommendations by Griffith16

M. massiliense is that of the organism with a large deletion
in the erm(41) gene making it non-functional, thus both
srr5483260 and srr3321827 should be identified as M.
massiliense. Furthermore, Macheras17, isolated a strain that
was identified as M. abscessus based on rpoB but M. mas-
siliense on the basis of hsp65 which highlights the necessity
of using multiple genes to identify the subspecies. Evidence
of horizontal transfer of the rpoB gene has been reported
and could explain this discrepancy18. Griffith16, also recom-
mends thatM. bolletii be that which differs fromM. absces-
sus andM. massiliense based on its rpoB sequence and has

Figure 2: Dendogram of all new alleles added to hsp65. Made with
FastTree (Galaxy) and visualized with FigTree v.1.4.3.

Figure 3: Dendogram of sequences of new alleles added to rpoB.
Made with fasttree, visualized with FigTree (v.1.4.3).

a functional erm(41). On closer analysis of err908849’s
erm(41) sequence, it is 4 SNPs (single nucleotide polymor-
phism) away from theM. bolletii type strain but only 2 SNPs
fromtheM. abscessus type strain (onebeingposition28mak-
ing it aC28 sequevar). When looking at the phylogenetic tree
(Fig. 1), it clusters withM. abscessus but significantly further
away than other samples. Based on this, a clear identity can-
not be assigned to err908849.

4 Discussion

A major advantage of mlst is the fact that it does not ac-
count for how many nucleotide differences there are be-
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tween alleles so point mutations and recombination are
given the same weight in terms of diversity. Additionally,
mlst has a high discriminatory power due to the rarity of an
isolate exactly matching a sequence type19.

This modified mlst that was developed takes advantage
of some of the information that whole genome sequencing
has been able to provide and is a simple and easy-to-use way
to build an mlst scheme. A single locus could be added in
a matter of minutes as all that is required is a wild type copy
of the gene. However, it has flaws associated with it. First,
any sequence with gaps or shortened for any reason, such as
a single base pair deletion, cannot be properly recognized by
the mlst script. While they can be identified with no issue
inMasterBlaster, errors arise when they are brought into the
mlst script as it looks for an exact user-specified length. Ad-
ditionally, issue arose with the blast program downloaded
from ncbi. Genes had to be trimmed because the blast out-
put would be missing a base pair or two or have extra base
pairs. The technical glitch identifiedwas sample srr6388768
originally identified as allele 18 for rrl but mlst was unable
to provide an output.

For a select few genes, some extra information was en-
coded to be outputted when the script was run. Genes com-
monly used for identification (namely, hsp65, erm(41), and
rpoB) will display the associated subspecies name and in ad-
dition, erm(41) will output the relevant sequevar (elaborated
on below). However, this output only exists in the Mas-
terBlaster script as the mlst only reports the allele number
of a given locus and any additional output is not shown. A
solution to this however, is knowingwhat allele number cor-
responds with what genotype.

4.1 hsp65

Hsp65 sequencing is a common method for differentiating
not only the subspecies of theM. abscessus complex but also
from the closely related Mycobacterium chelonae20. This
gene was not included in the original mlst scheme and thus
was the first one added in order to give the scheme a higher
discriminatory power. Byusing the hsp65 sequences for each
reference genome of the respective subspecies, the scheme
now has the power to subspeciate anyM. abscessus genome
it is given. 89%of samplesmatched the allele fromone of the
given type strains. The numerical allele assignments can be
found in Table 4.

There were two samples, err1869540 and err1413189,
that did not have a 100% match to one of the reference
genome alleles and based on their phylogenetic clustering of
the hsp65 gene (Fig. 2), they were identified as M. bolletii
and M. massiliense, respectively. Additionally, when these
sequences were blasted online against the National Centre

for Biotechnology Information (ncbi) database, they both
obtained multiple 100% matches to other strains, implying
that these alleles were not errors in sequencing but true dif-
ferentiation. When subset two was applied, three new alle-
les were found; their subspecies identificationwas confirmed
in two ways. First, the tree was analyzed and the identity
found was confirmed with the rpoB identity. Srr6388679
and srr6388700 clustered with the M. abscessus wild type
and had the matching rpoB sequence, each with one muta-
tion from the wild type (C200T and C299A, respectively).
Srr6388710 clustered with the M. bolletii wild type hsp65
and contained the M. bolletii rpoB sequence but had two
mutations: C173T and T200C.

4.2 erm(41)

The erm(41) gene is important forM. abscessus for its ability
to induce resistance tomacrolides (namely clarithromycin) as
well as differentiating the three subspecies21. They canbedif-
ferentiated based on the presence or absence of a functional
erm(41) gene. M. massiliense has a large deletion in this re-
gion which produces a truncated and non-functional erm
protein. On the other hand, bothM. abscessus andM. bol-
letii have functional erm genes but have unique sequences.
Perhaps most importantly, a functional erm(41) confers in-
ducible resistance meaning that after the standard 3 day in-
cubation period in minimum inhibitory concentration test-
ing, isolates may appear susceptible to clarithromycin and
other macrolides. However, in an incubation period of up
to 14 days, induction of the gene can occur and generate re-
sistance to the drug16. Furthermore, someM. abscessus com-
plex isolates have a T to C mutation at position 28 (posi-
tion 154 in this scheme) which also demonstrates a suscep-
tible macrolide phenotype. All of these factors are included
and recognized by the scheme. While no 100% matches to
the wild-type C28 sequevar were found, the allele is present
in the scheme. However, one C28 sequevar was found but
was a single base pair away from the wild type of C28 (2 base
pairs from the T28 wild type) and was identified in 10 differ-
ent samples. All alleles included in the scheme can be found
in Table 5.

4.3 rpoB

Encoding for the beta subunit of RNA polymerase, rpoB
was included in the previously established scheme and is in-
volved with rifampicin resistance22. However, because of its
use in subspecies identification18, it requires special attention
and curation in this new scheme. Firstly, alleles forM. mas-
siliense andM. bolletii from their respective type strainswere
added, and then 5 other new alleles were found from data
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subsets 1 and 2. These 5 genomes that lacked a 100% match
to an already established allele or an allele from a type strain
were both blasted against the ncbi database and their phy-
logeny was compared against the type strains in order to as-
sign a subspecies (Fig. 3). Furthermore, their identities were
compared with the calls made by the other useful identifica-
tion genes, erm(41) and hsp65. The alleles can be found in
Table 6.

4.4 rrl

23s rRNA is encoded for by the rrl gene and, along with
erm(41), is involved in clarithromycin resistance21. While
erm(41) is responsible for inducible resistance, both genes are
important factors when looking at clarithromycin resistance.
While 25 different alleles were identified among the samples,
most differed by only a SNP or two from one another with
only 25 variant positions found in 3112 total positions. Mu-
tations known to be associatedwith resistance are 2058 (A to
G, C or T) and 2059 (A toG, C, or T) (E. coli numbering)23.
All alleles showed an A at position 2058 and a G at 2059
which implies that they are likely resistant to clarithromycin.
As demonstrated by Bastian21, rrl mutations are sufficient
to produce a resistant phenotype in M. massiliense and C28
sequevars, genotypes that are typically associated with sus-
ceptibility to clarithromycin.

4.5 rrs

The rrs gene encodes the 16S ribosomal RNA. The least
amount of variation was found within this gene with only
7 unique alleles identified in all samples and 6 variant po-
sitions. Resistance to 2-deoxystretamine aminoglycosides
have been shown to be acquired through a single point mu-
tation at position 1408 (E. coli numbering) from A to G24.
This mutation was present in all 7 alleles in the scheme im-
plying that they are all resistant to aminoglycosides. Nessar2,
showed that two other mutations (C1409T and G1491T)
that are known to cause kanamycin resistance in M. tuber-
culosis also had the same effect in M. abscessus; thus, these
mutations should be noted and added to the scheme.

4.6 gyrA and gyrB

Fluoroquinolone resistance is typically attributed to muta-
tions in the gyrA and gyrB genes which encode for the A
and B subunits of DNA gyrase, respectively. Resistance oc-
curs through mutations within the quinolone resistance de-
termining region (qrdr) which is a conserved region that in-
teracts with the drugs25. As shown by Monego26, the most
prominent mutations in gyrA that confer resistance are in

amino acid positions 90 and 94 (Mycobacterium tuberculo-
sis numbering; 83 and 87 in E. coli). In the B subunit, po-
sitions 495, 516, and 533 (M. tuberculosis numbering, 426,
447, and 464 in E. coli)25. A susceptible phenotype codes
for a serine at position 90 inGyrA while resistant organisms
have an alanine to valine substitution.26. These particular
mutations known to confer resistance were not added into
the scheme simply due to time constraints. While they were
not observed in the database, they would be useful for fu-
ture analysis with additional genomes. However, the diver-
sity among these genes wasmoderately low (Table 3), despite
there being a large number of alleles.

4.7 arr

Rifampicin is a first line drug used to treat infection caused
M. tuberculosis. The drug’s activity is derived from its ability
to binds to the beta subunit of the DNA-dependent RNA
polymerase thereby inhibiting enzymatic activity. In most
bacteria, rifampicin resistance is attributed to mutations in
the rpoB gene (which encodes the beta subunit ofRNApoly-
merase) that lower the drugs affinity for the enzyme. How-
ever, in addition to this mechanism, M. abscessus’s genome
encodes a rifampicin ADP-ribosyltransferase (MAB_0591)
which gives it intrinsic resistance to the drug. As shown by
Rominski27, when introduced into naturally susceptible or-
ganisms, the arr genewas enough to demonstrate rifampicin
resistance. This gene was found in all strains that were ana-
lyzed and identified as belong to the M. abscessus complex.
Interestingly, arr is not found in the closely related species
Mycobacterium chelonae27 and as expected, the program re-
ported the gene as not foundwhen the reference genome for
M. chelonae was used (accession: ccug47445). It was also
lacking in the one test sample that was identified asM. che-
lonae (err572848).

5 Conclusion

In conclusion, the original goal of this project was to estab-
lish a whole genome multi locus sequence typing scheme.
Once the desired genes are identified and genomes collected,
the process is fairly straight forward, albeit labor intensive,
from that point. The most significant advantage of this
method is the ability to bypass the amplification and individ-
ual gene sequencing steps that come with traditional mlst
scheme creation and use. All that is required is a collection of
assembled genomes and a wild type allele which can easily be
obtained from an online database such as ncbi. Additionally,
commercial software such asRidomSeqSphere’smlst+Tar-
getDefiner exist to identify genes to be used in a core genome
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mlst (cgmlst) scheme and was used to create a cgmlst
scheme for M. tuberculosis. An additional advantage over
MentaLiST is that allele calls require a 100% match in order
to be called that allele whereas MentaLiST (and Stringmlst)
will simply assign the closest allele which could introduce in-
accurate sequence typing but this issue is eliminated in the
novel scheme.

It is a known problem in the science community that an-
alytical tools for whole genome data produce a large block of
results of which not everything is useful. We not only devel-
oped a novel scheme but an established a simple method for
utilizing whole genome sequencing data. The script within
RStudio is very user friendly and easy to usewith little bioin-
formatics expertise required. Even if not used as a traditional
mlst scheme, even looking at a single locus can provide nu-
merous advantages from identifying a subspecies to detect-
ing a resistant genotype.

Modifications can still be made in order to improve the
scheme such as adjusting the script to allow for differing gene
lengths anddisplaying subspecies name as part of the ST.Ad-
ditionally, mutation information and predicted phenotypes
could be applied to the other antimicrobial resistance genes
as they were for erm(41) and for the identification genes.

References

1. Lee, M.-R., Sheng,W.-H., Hung, C.-C., et al. 2015. Emerg-
ing infectious diseases, 21: 1638–46, doi:10.3201/2109.141634.

2. Nessar, R., Cambau, E., Reyrat, J. M., et al. 2012. Journal
of Antimicrobial Chemotherapy, 67: 810–818, doi:10.1093/
jac/dkr578.

3. Brown-Elliott, B. A., Wallace, R. J., & Jr. 2002. Clini-
cal Microbiology Reviews, 15: 716–46, doi:10.1128/CMR.15.4.
716-746.2002.

4. Leao, S. C., Tortoli, E., Euzeby, J. P., et al. 2011. Interna-
tional Journal of Systematic and Evolutionary Microbiology,
61: 2311–2313, doi:10.1099/ijs.0.023770-0.

5. Tortoli, E., Kohl, T. A., Brown-Elliott, B. A., et al.
2016. International Journal of Systematic and Evolutionary
Microbiology, 66: 4471–4479, doi:10.1099/ijsem.0.001376.
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Abstract
Moss Spur (the study site) is a remnant vacuum-harvested peatland in south easternManitoba that has, with little inter-

vention, revegetated on its own. As part of unraveling the mystery as to why, this study investigates the spatial heterogeneity
of vegetation and underlying lake sediments at Moss Spur. Physical properties like hydraulic conductivity, bulk density and
porosity relate to hydrology and the ability of water to flow, which are of importance in this study. This study looked at those
properties and attempted to find a connection between the physical properties of the peat and underlying sediments and the
heterogeneity of surface vegetation found at different study areas at Moss Spur. Peat cores as well as sediment cores were
extracted from sub-locations within sites. Sample cores were tested via a variety of methods to establish their physical and
hydraulic properties. Heterogeneity based on core samples was revealed between sites matching the general heterogeneity of
surface vegetation at Moss Spur. This study presents some regionally key aspects to understanding groundwater relationships
with respect to harvested bogs and Manitoba wetlands in general. The variability in lake sediment properties across even
the relatively small site of Moss Spur suggests that lake sediment properties cannot be assumed to be the same at every loca-
tion. Heterogeneity of the surface vegetation with respect to the spontaneous regeneration is found to be correlated with the
underlying peat and lake sediments. It is expected that areas with lower bulk density and higher porosity and hydraulic
conductivity K, would be in the areas with the bog-like vegetation and as such with regrowth.

Keywords: Peatland Restoration, Spatial Heterogeneity, Lake Sediments, Peat, Hydraulic Conductivity

1 Introduction

P eatlands cover over a third ofManitoba’s land area1,
and globally, store twice as much carbon as all of
the world’s forests, despite covering only 3% of the
Earth’s surface2. It is generally well understood that

peatland initiation and maintenance is governed by their
hydrogeomorphic setting3, that is, the combination of the
area’s hydrology (including climatology), hydrogeology, and
geomorphology. There are two main types of peatlands in
Canada: bogs and fens4. Bogs are ombrogenous, mean-
ing that they receive water by precipitation only, isolating
them from regional groundwater or surficial inputs of wa-
ter. Bogs are the peatlands targeted for peat extraction to
be used for fuel (more typically in Europe) or as a horticul-
tural product,“peat moss”, which is the main use in North
America5. Manitoba contributes ~11% to Canada’s peat pro-
duction total, with the majority coming from Quebec and
New Brunswick; Canada’s is one of the world’s largest pro-
ducers of horticultural peat.

Harvesting a (bog) peatland requires digging drainage
ditches to lower the water table so that machinery can be
driven across the site to remove the upper ~50 cm of vege-

tation to get to the deeper, more decomposed peat. The sur-
face is then tilled and allowed to dry so that only the upper
~1 mm of the peat surface is vacuumed up per pass of the
harvester. Harvesting of a single site can last 30 years tak-
ing only 5–7.5 cm of peat per year and after harvesting is
completed, restoration efforts begin. Despite being sold as a
growing medium, the surfaces of the extracted peatlands are
actually quite inhospitable to natural or spontaneous peat-
land vegetation regrowth. The inhospitality is due to the soil
hydraulic properties of the peat that do not allow for the easy
transmission ofwater, aswell as the dark surface (low albedo)
that promotes evaporation and thus desiccation of any veg-
etation that tries to establish. Therefore, active restoration
of these peatland sites is required. The aim of restoration is
to return the site back to a carbon accumulating ecosystem
with vegetation similar to a natural bog (i.e., an abundance
of Sphagnum moss). Much of the work done on peatland
restoration in Canada has been completed in eastern Canada
(Quebec and New Brunswick). However, the Moss Spur
peatland in south easternManitoba has grown back wetland
vegetatation without human intervention. Why? We sus-
pect that the hydrogeomorphic setting is partly responsible.

The peatlands of the St. Lawrence Lowlands in eastern
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Canada represent a different hydrogeomorphic setting than
those peatlands in south eastern Manitoba. The Lowland’s
peatlands are located in the Boreal Shield ecozone and have
Canadian Shield bedrock (an impermeable substrate) under-
lying them, which severely limits ground water flow6. This
potential lack of water ismade up for by the climate; Quebec
has a much wetter climate (~1000 mm vs. ~570 mm precip-
itation totals at Moss Spur, annually)7 and cooler growing
seasons, which equate to less evaporation relative to Mani-
toba which possesses a hotter and drier climate7.

Moss Spur is located within the Boreal Plain ecozone.
Peatlands in the Western Boreal Plains (WBP) have been
found to be more dependent on local and regional climate,
bedrock and surficial geology because these regions experi-
ence decadal drought cycles8, 9. The combination of climatic
and geologic characteristics of the Boreal Plains is unique
in the Canadian boreal forest (Alberta, Saskatchewan, and
Manitoba). The climate at each study site in the WBP re-
gion is characterized by average long-term annual precipita-
tion that is equal to or lower than average annual open-water
evaporation, yet peatlands still exist. Outwash, moraine
and lacustrine deposits characterize the geology. The high
density of wetlands, ponds, and shallow lakes in the Bo-
real Plains region reflects complex interactions with shallow-
surface and groundwater flow systems8, not typically found
in Quebec. Study sites addressed by Devito et al.8 include
more than eight locations across the Boreal Plains in Al-
berta. It appears that when the local groundwater flow sys-
tems have higher hydraulic head than the bog (drought), wa-
ter can actually discharge into the bogs until water levels are
returned to normal and the head gradient driving recharge
returns10. Groundwater flow reversals have been found to
occur during periods of extreme drought. Water table draw-
downs of 70 – 200 cm below normal conditions (drought-
like condition) are enough to allow a flow reversal in the
WBP peatlands9. Manitoba experiences decadal droughts9
due to lower annual precipitation, and groundwater flow
reversals have been known to supplement water to bogs in
times of severe drought11.

It has been hypothesized12 that harvesting creates
drought-like conditions due to the drainage ditches lower-
ing the water table in the peatlands 1.5–3 metres. This low-
ered water table, like the droughts noted above, reduce the
hydraulic head within the peatland and can reverse the di-
rection of the gradient, allowing water from the mineral
sediment below to come closer to the surface11. This is
suspected to be what is happening at Moss Spur. Hawes
& Whittington12 found groundwater discharge zones in
areas with better peatland vegetation establishment, and
recharge zones in areas with poorer peatland vegetation re-

establishment. However, they ignored the hydraulic prop-
erties of the underlying lake sediments in their study. The
spontaneous revegetation at Moss Spur is not uniform, as
some areas have better peatland vegetation regrowth, and
other areas poorer regrowth (see Study Site formore details).
Given that most post-glacial environments are far from ho-
mogenous, the different vegetation communities found at
Moss Spur might be indicative of local differences in the
physical properties of the peat and glacial lake sediments.
Where soil bulk densities are lower and porosities are higher,
one might expect groundwater upwelling to occur in greater
amounts as lower bulk density and higher porosity could
provide a less restricted flow channel. Less restriction enables
higher hydraulic conductivity and thus more groundwater
flow, thus assisting the vegetation to re-establish itself.

Therefore, the objective of this paper is to determine if
the physical properties of the underlying peat and lake sedi-
ments is related to vegetation re-growth on the surface at the
Moss Spur peatland. We expect that areas with lower bulk
density and higher porosity and hydraulic conductivity K ,
would be in the areas with the bog-like vegetation. It is also
expected to be the same outcome with vegetation regrowth;
these parameters are outlined by Gagnon et al.13

Figure 1: This figure shows the study site area and where it exists
in southeastern Manitoba. 1a: Sample locations within Moss Spur
Manitoba harvest site. The yellow dots give an approximate lo-
cation to core extraction sites and the letters refer to regeneration
plots. b) A map of the geographic extent of Manitoba, Winnipeg
has been emphasized for location reference and the red boxed area
is expanded as Fig. 1a.
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Figure 2: Each of the labels in this figure corresponds to the location
labeled in Fig. 1 . This figure contains representative photos of each
site (J, I, M, P, X, and A labelled accordingly).

Figure 3: The arbitrary scale for sample sites at Moss Spur between
bog and fen based on vegetation observed13, 14.

2 Study Site

Harvesting ceased in 1999 and since that time Moss Spur
has had very little assistance in its natural vegetation
regeneration15. Moss Spur is located in south east Manitoba
(Fig. 1 ) between the towns of Whitemouth and Beause-
jour on the Canadian Pacific Railway (49.99◦N, 96.13◦W).
The closest Environment Canada station is Beausejour (~28
kilometers northwest of the site) and the 1981–2010 annual
mean temperature was 2.8◦C with January and July temper-
atures of -16.9◦C and 19.3◦C, respectively7. Annual precipi-
tation is 570 mm (20% falling as snow).

Moss Spur is located in a part of the former glacial Lake
Agassiz basin inManitoba. Glacial and glaciofluvial deposits
cover much ofManitoba, especially in the south eastern and
eastern regions16. Themajor LakeAgassiz sedimentary basin
covers the Moss Spur area and has contributed to peatland
development due to the characteristics of the bedrock and
lake sediments beneath the peatland and the possibility of
groundwater flows.

Moss Spur underwent 53 years of peat harvesting begin-
ning in 193617. Moss Spur had a total harvested area of ap-
proximately 440 hectares which has been divided into 24 sec-
tions, mostly separated by large remnant drainage ditches.
These sections were labeled alphabetically starting at the
northwest corner of the site (Fig. 1 a). Since abandonment,
beavers have dammedmany of themajor drainage ditches ef-
fectively re-wetting much of the site18.

At the time of data collection, the remnant bog had lim-
ited vegetation regeneration at siteM, and good to very good
regeneration13, 14 at sites J, I, P, X and A (Fig. 2 ). Site
M demonstrates what a typical post-harvest peatland would
look like, with minimal vegetation regeneration. These sites
were chosen to study because they embodied distinct assem-
blages of vegetation that seemed representative of the com-
munities across the entirety of the site. The assemblageswere
obvious from imagery acquired by a drone showing distinct
patterns across the site. Previous studies12 instrumented 6 lo-
cations within these assemblages (J, I, M, P, X and A) with
various hydrological instrumentation (wells and piezome-
ters) thus the current study took advantage of these locations
to characterise the peat and lake sediments.

The vegetation found at each location was placed on an
arbitrary gradient (Fig. 3 ) between a natural bog to fen13, 14,
but based on dominant vegetation found in the various wet-
land classes present in Canada4. Site M was not able to be
classified as it is just the old remnant peat surface (no plants
present). Site J contained Sphagnum spp. mosses and was
classified as the most bog-like of all the sites where data were
collected. Site I, in the north sector, appeared to contain little
or no Sphagnum spp. mosses but mostly Polytrichum stric-
tum mosses. There was a good coverage of ruderal spp. as
well as black spruce (Picea mariana), classified as more of a
bog than a fen. Site P classified closer to a poor fenwith pres-
ence of Labrador tea (Rhododendron spp.). Similarly to P,
site X represented a poor fen as well, however with presence
of cattails (Typhaceae spp.) and willows (Salicaceae spp.).
Site A was a different site all together; with Typhaceae spp.
and sedges (e.g., Cyperaceae spp.) in high standing water it
would be considered some kind of marsh rather than a fen.

3 Methods

3.1 Field

Peat cores were taken with a Russian peat corer (Aquatic
Research Instruments, Hope, Idaho, USA) which is a side-
filling soil sampler and measures 5.08 cm in diameter with a
50 cm length and removes a maximum volume of 645 cm3

of peat. Peat cores were taken starting at the surface in 50
cm increments up to 250 cm, or until the underlyingmineral
soil (lake sediments) were reached, usually between 100 and
150 cm, but in some cases less than 100 cm. Lake sediments
were sampled with anOakfieldModel T soil auger (Oakfield
Apparatus, Fond du Lac, Wisconsin, USA), with a sample
removing end, and were retrieved at varying depths follow-
ing peat core removal. The augers corer end has a length of
30 cm and a sample diameter of 1.905 cm.
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At each main site (A, X, P, J, M) 3 sub-locations were
sampled within each site, in a cluster sampling formation
(section I had only 1 as the site was difficult to traverse). In an
attempt to better characterise either the homogeneity or het-
erogeneity of each site’s samples, soil auger cores were taken
directly beneath the peat core samples via the Russian cores
pre-established hole. All cores (peat/lake sediment) were
wrapped in plastic wrap and then placed in sealable plastic
bags to contain all of the material, and stored in a refrigera-
tor (4◦C) to slow decomposition of organic materials, until
laboratory analysis.

Sediment cores were retrieved only from sections I, J,M,
and X, at 3 sub-locations where the peat was cored. The rea-
son for this was lack of equipment during site visitation dur-
ing the season. Each sediment core sample was wrapped and
stored in the same manner as the peat samples.

Hydraulic conductivity (speed of the bulk movement
of water in the ground) was measured using three rov-
ing piezometer nests in roughly the same locations as the
peat/lake sediment samples, which were all near the previ-
ously established nests of another larger study12. Each rov-
ing piezometer nest contained three piezometers (with 20 cm
slotted intakes) at 50, 100 and 150 cm, and onewell (approxi-
mately 100 cm long) using 2.54 cm inside diameter PVCpipe.
Each site location (A, J, etc.) then, had four nests tested for
hydraulic conductivity. The depths of the deeper piezome-
ters varied with sample site location due to the peat depth
at that location, but ranged 50 to 250cm. The Hvorslev19
method [Eq. 1 ] was used to estimate the hydraulic conduc-
tivity and requires removing a volumeofwater from the pipe
and measuring the rate of the return of the water, where K
is hydraulic conductivity (m/s), r is the inside radius of the
tube (m),L is the slotted length of the pipe (m),R is the out-
side radius of the pipe (m),T0 is the basic lag time parameter.

When the recharge was too quick to measure manually,
a Schlumberger level logger was used, which recorded mea-
surements every 0.5 seconds.

3.2 Lab

Four parameters were determined for each lake sediment soil
sample: hydraulic conductivity, particle density, porosity,
and bulk density. Porosity (n) [Eq. 2, 3, 4] is also the empty
volume (Vw) of the soil not occupied by solid particles (ex-
pressed as a proportion or percentage). Calculating porosity
takes advantage of the known density of water as when the
core is completely saturated (Ms), all of its empty pore space
is occupied bywater and the drymass (Md) is themass of the
core with nowater present; themass difference is themass of
the water, and as water has a density of 1 g/cm3 the mass can
be converted to a volume (Vw). Bulk density (ρb)

[Eq. 5 ] is the mass of dry soil per total soil volume (Vt) in-
cluding the air space (g/cm3). Particle density (ρp) [Eq. 6 ] is
the drymass of soil (Md) per unit volume of the soil particles
(Vs)(g/cm3). Particle mass was determined by grinding the
sample with a mortar and pestle and weighing a subsample
on a scale. Particle volume was determined by adding a

K =

(
r2 × ln

(
L
R

))
2LT0

(1)

n =
Ms −Md

Vs
(2)

n = 1− ρb
ρp

(3)

Vt = Vs + Vw + Va (4)

ρb =
Md

Vt
(5)

ρp =
Md

Vs
(6)

K =
d2tL

d2ct
ln
(
H0

H

)
(7)

known mass of soil (typically 10–15 grams) to an empty 200
ml volumetric flask. A second container of water with a
known mass (and therefore volume) of water was poured
into the volumetric flask until the water level in the flask
reached the volume line in the narrow neck. The difference
between the initial mass of water and the remaining mass
would then be equal to the volume of the soil. Peat samples
were only measured for bulk density.

For hydraulic conductivity measurements each lake sed-
iment core was sealed by wrapping the core in dry wall web-
bing to provide structural stability and then the core was
repeatedly dipped in liquid paraffin wax20 until a 4–5 mm
thick wax “shell” was formed. The wax helps to ensure that
preferential flow paths do not occur along the outside of the
core20.

A falling-head test was used to measure hydraulic con-
ductivity (K). We assumed, a priori, that the cores would be
lowK cohesive sediments which requires smaller water vol-
umes to run through the sample. Equation 7 (with falling-
head hydraulic permeameter apparatus21) was used to calcu-
late hydraulic conductivity (K), where time (t) is recorded
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Figure 4: a) Hydraulic conductivity of lake sediment samples, each tested a minimum of 2 times (excluding site M sample C). The points
that are vertically stacked are repeated tests of the same sample core to increase the confidence of the test (e.g., J1 test 1, J1 test 2). Those points
of the same symbol, but separated horizontally from the geomean are the different sub-sites (e.g., J1, J2, J3). The geomean is of all the tests
(repeats and sub-sites). b) Porosity results from Eq. 2 and Eq. 3 . Plotted points with a solid fill are results from the physical test of porosity
[Eq. 2 ]. Points with a hollow fill are results from the mathematical check done to test accuracy in the study [Eq. 3 ]. c) Bulk density values
for each sub-location at each site. d) Particle density values for each sub-location, each tested twice (excluding Site X sample B). Note y-axes
do not start at 0 to preserve the scale require to display the data

beginning at the point where the water drains from the ini-
tial height (H0) until thewater reaches a final height (H); the
natural logarithm (ln). This parameter, then, is the change
in head; it is affected by the diameter of the falling-head tube
(2r) and the diameter (2rs) and length (L) of the core.

The soil sample must be fully saturated before any mea-
surement is taken, as under the principle of continuity, the
volumeofwater entering the sample chambermust equal the
volume draining from it22. If the sample is not saturated be-
fore the test starts, the results will be inaccurate. Each sub

location sample was completed up to four times to assess re-
peatability.

4 Results

4.1 Lake Sediments

Hydraulic conductivity values for each location are shown
from the falling head permeameter tests (Fig. 4 a). Hydraulic
conductivity of all lake sediment samples spanned 6 orders of
magnitude between 6.4× 10−6 and 1.7× 10−1 cm/s. Site
I had the smallest range (1.9 × 10−3 to 5.2 × 10−3 cm/s)
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Table 1: Sites ranked based on parameters and potential flow. Each parameter (e.g. porosity) is normalized and scaled equally (i.e. low, med,
high), a qualitative rank for each site followed this process to generate the table13, 14.
Site Porosity Bulk

Density
Particle
Density

Hydraulic
Conduc-
tivity

Potential
Flow (sedi-
ments)

Peat
Depth
(cm)

PeatK Peat Bulk
Density

Classification
(dominant flora)

A 80 Low High Marsh-like
(sedges & standing water)

M High Low Medium High Highest 250 High Low Unclassified
(little - no plants)

P 160 Medium Medium Poor fen (Labrador tea)

X Medium Low Low Low Low 100 Highest High Poor fen with cattails

I High High High High High 135 Low More bog than fen
(little Sphagnum spp.)

J High Med-
High

Med-
High

Medium Med-High 185 High Low-Med Most bog-like
(Sphagnum spp.)

whereas site J had the largest (1.7 × 10−5 to 1.0 × 10−3

cm/s). Sub-locations are shown slightly offset and had a
fairly tight grouping, showing the repeatability of the labora-
torymethods, but still showedheterogeneitywithin the site’s
location. Across the entire study area heterogeneity is quite
apparent. The geometric mean of sites I andMwere similar,
andwere both larger than J andX (Fig. 4 a). Geometricmean
was used to show the central tendency of each site location.

Porosity of the lake sediments spanned from0.16 to 0.68
across all sites. Sites I and J showed a small range relative to
sitesM andX. The range for site J is 0.48 to 0.64 whereas the
range for site M is 0.17 to 0.61. Porosity values based on Eq.
2 and Eq. 3 are shown (Fig. 4 b). Each site contained 3 sub
locations, as specified in the Methods excluding site I (only
one sub location).

Bulk density (Fig. 4 c) of the lake sediments showed a
small range across each site as well as within each site. Data
ranged from 0.69 to 1.93 g/cm3. Site J showed the small-
est range (1.04 to 1.21 g/cm3) and site M showed the largest
range (0.84 to 1.93 g/cm3). The high value at site M (1.93
g/cm3)may be an error in sample collection resulting in sedi-
ment compaction. Most of the samples showvalues between
0.8 and 1.2 g/cm3 indicating a high organic content in the
sediments. Bulk density trended I > J > M > X.

Particle density (Fig. 4 d) of the lake sediments span val-
ues ranging from 1.39 to 3.92 g/cm3. Site I showed the small-
est range (2.66 to 2.93 g/cm3) and site J showed the largest
range (1.75 to 3.92 g/cm3). The average for each site showed

a smaller range of values between sites, the averages for sites
MandXwere similar and sites I and Jwere similar. Each sam-
ple was tested twice for accuracy (excluding site X sample B
as it was a small sample, there wasn’t enoughmaterial to run
a second test). Even if we exclude the outlier value from site
J (3.92 g/cm3), these values range from 1.35 to 2.93 g/cm3;
this large range demonstrates the heterogeneity at each site
as well as between sites.

4.2 Peat

Bulkdensity values are shownacross every field site at varying
depths up to 250 cm andwas calculated using Eq. 5 (Fig. 5 ).
Bulk density of peat ranged from 0.019 to 0.134 g/cm3. Each
site showed a close range of values at each sampled depth.
The largest range was at site X at 50 cm depth (0.021 to 0.06
g/cm3), whereas the smallest range was at site A at 50 cm
depth (0.019 to 0.027 g/cm3). The data shows that in most
cases (all by X) as the sample depth increases so does the peat
bulk density across each location.

Hydraulic conductivity values are shown across each
field site (excluding I) at varying depths up to 170 cm mea-
sured using the Hvorslev19 method (Fig. 6 ). Hydraulic con-
ductivity of the peat data spanned 5 orders of magnitude
ranging from 7.0 × 10−3 to 1.02 × 103 cm/s. Site J had
the smallest range in data from 8.3 × 10−1 to 2.24 × 101

cm/s whereas site X had the largest range from 7.0 × 10−3

to 1.02× 103 cm/s.
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K generally decreased with depth at sites A, X and P, but
remained fairly consistent (range within a 1.5 orders of mag-
nitude) with depth for sites J, and M.

5 Discussion

Peatlands in the western boreal plains, due to their hydro-
geomorphic setting, have the potential for groundwater up-
welling in times of drought when surficial hydraulic head is
lower than the regional hydraulic head. However, the phys-
ical properties of underlying lake sediment materials as well
as bedrock, can limit the amount of groundwater discharge.
It was hypothesized that areas with lower bulk density and
higher porosity and hydraulic conductivity K , would be in
the areas with the bog-like vegetation13, 14. Our findings in-
dicate that areas with higher relative bulk density but similar
porosity and will be most bog like among the sites.

The lake sediments that have been tested for hydraulic
conductivity (K) in this study range from a very sandy soil
at 0.1 cm/s to a typical clay or compacted soil substrate at
1×10−5 cm/s23 (Fig. 4 a). The difference inK values across
sites show the local heterogeneity atMoss Spur. HighK val-
ues corresponds with bog like vegetation at site J and I along
with lowK values correspondswith poor fen-like vegetation
at site X13, 14 (Table 1 ). Unexplained is site M having no real
surficial vegetation, but similarK values to site I.

Related to the hydraulic conductivity, porosity values
can indicate available pore space for water flow. According
to Brady & Weil23, ideal medium textured soil will have a
porosity value of roughly 50% and may range between 25%
and 60%. Soils of near 25% porosity are considered com-
pacted soils (very little pore space) whereas thosewith a value
of 60% (sufficient pore space) are well agitated and/or high
in organic matter. It is important to note that clay typi-
cally has a very high porosity, despite a low K which is due
to clay having many very small pores. Locations X and M
cover the widest range of values while I and J (Fig. 4 b) are
more consistent by comparison and have higher average val-
ues which are consistent with higher clay content or com-
pacted soils23. This range in values illustrates the importance
of understanding heterogeneity of the soil throughout the
sub locations, especially for sites M and X. As shown in Ta-
ble 1 , high porosity values corresponding with higher rela-
tive bulk densities are found at the more bog like sites J and
I13, 14. These results are shown to be different than site X
with relatively lower porosity and bulk density outlined as a
poor fen13, 14.

Where bulk densities are lower and porosities are higher,
and the hydraulic gradients are that of groundwater dis-
charge, one might expect greater amounts of groundwater

Figure 5: Bulk density of peat samples (one point per sample) taken
at each sub-location of each site.

Figure 6: Hydraulic conductivity values from roving nests at each
sub-location and the main nest.
upwelling due to increased flow. Based on bulk density val-
ues from Skopp24, soils ranging from 1.3 to 1.9g/cm3 will be
consideredmore sandy, silty or clay-like. Organicmatter and
compactive history influence these values24. Sediment sam-
ples below 1 g/cm3 have higher organic compounds23. Val-
ues in this study were typically low, indicating higher clay or
organic content amounts. If the gradients are such that dis-
charge is possible, one might expect more water, or less ob-
struction to flow.

Theparticle density value for quartz (thedominant com-
ponent of sand) is 2.65 g/cm3 becausemost soils aremade up
of the colloidal silicate minerals23. Values below 2.6 g/cm3

are consistent with higher organic content which have parti-
cle densities as low as 0.9 g/cm3. Values higher than 3 g/cm3

are consistent with higher density minerals. All but one of
the particle densities reported here (Fig. 4 d) fall below 3.0
g/cm3 with the majority below 2.6 g/cm3. This makes sense
as natural bogs are groundwater recharge areas (i.e., water
moves from the bog down). Organic carbon would be car-
ried with that water, which would increase the organic con-
tent in the lake sediments beneath the peat, decreasing the
particle density. The particle density values for sites I, J and
M (omitting the obvious outlier for J), show some variation,
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typically about 0.5 g/cm3 between the most and least dense.
Site X showed the greatest range where the most dense was
more than double that of the least dense sample. Porosity
calculated from particle density [Eq. 3 ] had a much higher
range (0.24 to 0.69 g/cm3) compared to direct porositymea-
surements [Eq. 2 ] (0.21 to 0.47g/cm3) respectively (Fig. 4
b), suggesting that direct volumetricmeasurements of poros-
ity are perhaps more reliable.

5.1 Peat

A lower bulk density (Fig. 5 ) typically equates to higher
overall porosity [Eq. 3 ]whichwould restrict flow less and re-
sult in higher hydraulic conductivity (Fig. 6 ). Based on the
results found for this study site, peat bulk density and hy-
draulic conductivity correlate fairly well, as depth increases
so does the bulk density. According to Boelter25, bulk den-
sity values for peat range between0.01 g/cm3 and0.25 g/cm3

and the values from this study fall between those ranges. The
range in bulk density values between the subsites also un-
derlines the importance of increasing sample sizes, as site M
showed little variationwith depth until the 250 cm layer, but
a lot of variability at each depth.

Hydraulic conductivity decreased with depth at some
sites (A.X, andP), but at at sites J andMremained fairly con-
sistent with depth. At sites A andX,K decreased 4–5 orders
of magnitude over the ~100 cm vertical distance. The range
in K values at any one depth was usually varied by about
an order of magnitude, but at the deeper depths at M and P
ranged ~4 orders of magnitude. However, site P at 100 cm,
varied less than 10% between the nests. This again highlights
the importance of capturing the spatial heterogeneity of K
in the profile, because even within a site (e.g., site P) K can
be consistent at one depth (100 cm) and range considerably
only 50 cm deeper.

Each site (excluding A and P, see Methods) was ranked
from low to high for each parameter measured in the study
(Table 1 ). From this list and ranked data we can determine
the flow potential rank for each site and correlate the results
against the classification13, 14. Based on these results it ap-
pears that strictly based on sediment samples for these sites,
the highest flow results in a marsh like setting with standing
water. Thosewithmediumor high flowpotential weremost
bog like in nature (sites I and J) and with low flow poten-
tial where found with a poor fen (Table 1 ). Based on this
table, the ideal parameters for bog vegetation to accumulate
are higher relative bulk density as well as high relative poros-
ity and hydraulic conductivity. This would mean that de-
creased flow potential with respect to site M and an increase
in flow potential with respect to site X is ideal. The literature
that was reviewed stated that higher hydraulic conductivity

and porosity values would equate to less restricted flow and
more upwelling. Based on the reviewed literature combined
with the results found, there is a so called ‘goldilocks’ situa-
tion where too much flow does not resemble bog-like vege-
tation, nor does too little flow 13, 14.

The other important finding of this work highlights
the need for increasing sample size. Often the number of
piezometer nests in a study is limited due to cost aswell as the
increased time required for installation and measurement.
The systemwe proposed here, where a roving nest was used,
reduced the cost but increased the installation time. That
said, the range in values underscores the importance of rec-
ognizing potential errors in studies with only 1 nest in a sin-
gle location. WhenK varies by over an order of magnitude
within a ~30m lateral distance (Fig. 6 ), caution should be ex-
ercised when considering the veracity of the results reported.

6 Conclusion

The study attempted to link the underlying lake sediments
and the properties of the peat to the vegetation patterns at
the surface. While the results are not definitive, studies in
natural environments are generally on going and added to.
The “goldilock” zone of not being too wet, or too dry shows
promise that a more rigorous assessment of these properties
is warranted, in particular, going much deeper into the lake
sediment profile, and potentially into the bedrock. This was
beyond the scope and budget of this project. An additional
finding to the project was that while the spatial heterogene-
ity within a site was not 0, sites did tend to clump together
such that their hydraulic properties appeared different than
the other sites. So, while caution must still be exercised in
interpreting results from studies with little to no replication,
the overall results of such studies are likely correct.
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Abstract
Both reed canary grass ( Phalaris spp.) and purple loosestrife (Lythrum salicaria) are common invasive plants in Cana-

dian wetlands that can erode biodiversity of native plants. A replacement series study was conducted in a conservatory
greenhouse to examine effects of replacement ratio and watering regimes on competitive ability between reed canary grass and
purple loosestrife. The ratio of reed canary grass to purple loosestrife was in a 4:0, 3:1, 2:2, 1:3, 0:4 sequence based on the final
number per pot. The dry weight of plants was used to quantify their competitive ability. The results showed that the plants
in waterlogged and mesic treatments had similar biomass, indicating watering regime did not have a significant impact on
competition. Different replacement ratios had a significant impact on biomass accumulation. The 1:3 reed canary grass:
purple loosestrife treatments had the highest total biomass, the highest reed canary grass biomass, and the lowest purple looses-
trife biomass. Reed canary grass always had higher dry weight per plant than purple loosestrife in intercropping treatments.
The per plant biomass of reed canary grass increased as more reed canary grass was being replaced by purple loosestrife in
replacement series, suggesting growth of reed canary grass wasmore affected by intraspecific competition than competition with
purple loosestrife. These results indicate that reed canary grass is more competitive than purple loosestrife and the attempt of
supressing growth of purple loosestrife using slightly elevated water level is not viable. If we want to maintain a high level of
biodiversity in wetland ecosystems, we should consider control of reed canary grass and purple loosestrife simultaneously.

Keywords: Purple Loosestrife, Reed Canary Grass, Replacement Series, Wetland Invasive Species, Plant Interaction

1 Introduction

P urple loosestrife is an emergent perennial invasive
weed introduced from Eurasia that can erode bio-
diversity of wetland and floodplain habitat in the
United States and Canada1. The oldest records of

purple loosestrife in America can be found in the Flora of
North America in the early 1800s2. It is believed that pur-
ple loosestrife first appeared in North America in the 1800s
in ballast heaps. The trading ships at that time usually took
moist sand as ballast and unloaded it on North American
shores or shoals upon arrival. Alternatively, purple looses-
trifemay have been deliberately introduced by European im-
migrants to grow as a medical herb2.

After the 1930s, purple loosestrife began to spread ag-
gressively by invading wetland habitats and floodplains3.
Typically, purple loosestrife infestation is associated with
wetland disturbance. It is believed that rapid expansion in
the range of purple loosestrife was related to agricultural set-
tlement and highway and canal construction. Because of
prolific seed production and phenotypic plasticity, it can also
be a strong competitor once established1. Shipley et al.4 stud-
ied the relative competitive ability of purple loosestrife in a

controlled experiment and found purple loosestrife has an
competitive advantage againstmost nativewetland species in
North America. Moore et al.5 suggested that purple looses-
trife is more likely to invade infertile wetlands which have
higher species richness and more rare species than more fer-
tile wetlands. Since infertile wetlands are also more vulner-
able to eutrophication and human disturbance than fertile
wetlands, purple loosestrife may be a further annoyance on
this fragile ecosystem.

Changes to wetland plant communities can affect how
animals acquire food and shelter. Compared with native
wetland species, purple loosestrife provides little food value
and offers relatively poor cover and nest material2. Dense
patches of purple loosestrife can block the gateway to open
water and provide a cover to pradotors, such as foxes, poten-
tially increasing the predation risk of waterfowl.

Reed canary grass is the common name for most grasses
in the genus Phalaris. It is a long-lived perennial grass which
can produce dense crowns and vigorous rhizomes to spread
vegetatively6. Reed canary grass was repeatedly introduced
fromEurope toNorthAmerica after 1850 onmany indepen-
dent occasions. Not all reed canary grasses are invasive; there
are still some native Phalaris species documented before
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Figure 1: Left: first batch of purple loosestrife in silica sand. Right:
Second batch of purple loosestrife.
European settlement7. But these native Phalaris species are
considered not aggressive.

Similar to purple loosestrife, reed canary grass can also
alter wetland plant community composition, with potential
of long-lasting environmental effects8. Reed canary grass re-
duces biodiversity by reducing variation in environments: it
can trap silt and constricting waterways, restrict tree regen-
eration in riparian areas by crowding out seedlings, and de-
crease retention time of nutrients and carbon deposited in
wetlands by accelerating turnover cycles.

Reed canary grass commonly cohabitates, in the same
environment, with purple loosestrife. In a survey of 12 ran-
dom purple loosestrife habitats in Manitoba, reed canary
grass was a frequent associate (Manitoba purple loosestrife
project unpublisheddata). Both reed canary grass andpurple
loosestrife are perennials, growing in similarmarshyhabitats,
and forming monospecific stands1. Despite the fact reed ca-
nary grass andpurple loosestrifemayoccupy similar niches in
thewetland ecosystem, competition involving purple looses-
trife and reed canary grass has received little attention. For
most plant interactions, a successor in competitionmeans an
advantage in resources utilization and a better fit to their en-
vironment. Purple loosestrife usually prefers moist soil with
good aeration9, while reed canary grass can grow in a greater
range of soil moisture conditions8. So different watering
regimes may have an impact on the biomass accumulation
in these two species. We performed a replacement series ex-
periment using different ratios of purple loosestrife and reed
canary grass to assess the effects of intra and interspecific in-
teractions, as well as effect of atering regimes, on biomass ac-
cumulation with the following hypotheses:

H00. Reed canary grass andpurple loosestrife have a sim-
ilar pattern of biomass accumulation.

H01. There is no difference in the dry weight of reed
canary grass and purple loosestrife among different replace-
ment ratios.

H02. Biomass accumulation in mesic and waterlogged
treatment is similar.

2 Methods

A replacement series experiment was conducted in the con-
servatory greenhouse in Faculty of Agricultural and Food
Science at the University of Manitoba in fall 2017 and lasted
for 32 days. For this experiment, purple loosestrifewas prop-
agated from vegetative tissue that was collected at the ditch
along Harte trail near Assiniboine Forest Winnipeg, Man-
itoba (49.844505◦N, 91.255031◦W) (first batch collected
September 22) and the artificial pond inLindenWoodsWin-
nipeg (49.832976◦N, 97.191227◦W) (second batch collected
October 1). After harvest, purple loosestrife stems were cut
into pieces with sanitized surgery blades with at least four ax-
iliary buds in each piece. The first batch was planted in silica
sand inside plastic vials (Fig. 1, left). In order to increase sur-
vivorship of purple loosestrife, the second batch was planted
in a mixture with a thin layer of peat moss on the bottom,
soil in the middle, and vermiculite on top (Fig. 1, right). Af-
ter visible root growth, purple loosestrife plants were trans-
planted into growth trays with soil as growth medium in
moisture chamber watered every weekday. OnNovember 3,
all purple loosestrife plants were trimmed and plantlets with
exactly four leaves attached to stems and a similar weight
were selected for the replacement series experiment.

Fresh seed of reed canary grass was obtained from the
perennial crop breeding lab. To stimulate germination, a
pre-sowing treatment was used. Specifically, reed canary
grass seeds were soaked in 0.2% KNO3 in a Petri dish10 on
October 17. OnOctober 18, these seeds were placed in a dark
box for 24 hours. Thereafter, the seeds were exposed to a
two-hour period at 12◦C followed by a two-hour period at
room temperature and thiswas repeated three times. During
these three cycles, the seeds were exposed to 16-hour light pe-
riods and eight-hour dark periods. OnOctober 20, excessive
reed canary seeds were sown into four-inch pots filled with a
growth mediummix comprised of peat moss, clay, and sand
at a ratio of 1:2:1 and were placed in the conservatory green-
house.

One week after transplanting, waterlogged groups were
placed in a plastic bucket. The water table in waterlogged
replacement series was maintained at about 2 cm the below
soil surface so the soil medium in this treatment was contin-
uously saturated throughout the experiment. The water in
the plastic bucket was replenished every weekday, while the
mesic treatment was watered on a daily basis. The posi-
tion of the pots was re-randomized once during the experi-
ment to eliminate possible confounding variables. ABS sa-
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Figure 2: Average above ground and below ground per pot biomass of purple loosestrife (PLS) and reed canary grass (RCG) in waterlogged
(WL) and mesic conditions at various density ratios in a replacement series. Horizontal axis indicates the RCG to PLS ratio in each treat-
ment and vertical axis is the dry weight of root/shoot tissues per plant. Letters on the figure is the results of Fisher’s protected least significant
difference test on plant aggressivity. Error bar in the figure is the standard error of the mean.

Figure 3: Biomass (dry weight per pot) partition in purple loosestrife (PLS) and reed canary grass (RCG) roots and shoots in waterlogged
(WL) and mesic conditions at various density ratios in a replacement series.

chets (biobest — Amblyseius cucumeris), Sulphur powder,
and Kontos (systemic pesticide that kills aphids; applied as a
soil drench) were used to treat aphids and other pests.

On December 4, 32 days after transplant, the effects of
competition on biomass partitioning were analyzed by com-
paring the above ground and below ground biomass accu-

mulation in purple loosestrife and reed canary grass. Plant
tissue was harvested and rinsed with water to remove adher-
ing soil. After cleaning, plants were clipped at the imaginary
soil surface (based on the colour of stem) to separate below
ground and above ground biomass. Plant tissue was dried in
an oven for 24 hours at 55◦C and biomass was determined
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Table 1: Species, water content, and replacement ratio effect on root
biomass.

Effect Biomass (least mean square)

Species
Purple lossestrife 0.08129
Reed canary grass 0.1595

Water
Mesic 0.1270

Waterlogged 0.1138

Ratio (RCG:PLS)
4:0 0.05200
3:1 0.1103
2:2 0.1259
1:3 0.1453
0:4 0.1684

Effect P-value

Species (S) <0.0001
Water (W) 0.1497
Ratio (R) <0.0001
S×W 0.2508
S×R 0.0063
W×R 0.5602

S×W×R 0.6893

using a four-digit balance (Mettler, AE100).
Because of a mistake in measuring scheme, I did not get

enough information to calculate the standard deviation of
the biomass. Specifically, this unfortunate error combined
all replicates into one measurement and did not give me
enough data to conduct a statistical analysis. To fix this, I
tried to separate the plant tissue by assigning them to differ-
ent replicates one month after the initial measurement. The
separation of root tissue was a success, but the separation of
shoot tissue failed because some leaves were shattered and
could not be assigned to any replicate. Therefore, a statistical
analysis could only be conducted on the biomass accumula-
tion of roots in both species.

Competitiveness in intercropping treatments was quan-
tified using plant aggressivity (aggr) with the following
formula11:

aggr = Wab
Waa

− Wba
Wbb

Waa and Wbb in the formula are the weights per plant
of species a and species bwhen grown inmonoculture. Wab

andWba are the per plant weights of the species in mixture
with each other.

Root biomass was examined in the following two ways
(no statistical analysis can be made in shoot biomass because

of pooling error). The statistical significance level was set at
α < 0.05 for all tests. SAS was used for to compute 3-way
ANOVA (analyses of variance) tests with Proc MIXED pro-
cedure in which the effects of replacement ratio, watering
regime, type of species, and their interaction on the accu-
mulation of root biomass were compared. Treatment dif-
ferences were deemed significant if p < 0.05 using Fisher’s
protected least significant difference (LSD) test for multiple
comparisons.

3 Results

3.1 Effects of the watering scheme on plant
biomass

In Fig. 2, we can see that the per plant dry weight of both
shoot and root tissues in the waterlogged treatment varied
from about 0.05g to 0.23g. Meanwhile, the dry weight in
the mesic treatment had a similar value. There was no sta-
tistical difference in the biomass of reed canary grass and
purple loosestrife betweenwaterlogged andmesic treatments
(p>0.05), suggestingbiomass accumulationby these plants is
not driven by water regimes (Table 1).

3.2 Effects of species replacement in biomass accu-
mulation

The ratio of purple loosestrife to reed canary grass had a sig-
nificant impact on biomass (p > 0.05) (Table 1). Reed ca-
nary grass always had higher per plant dry weight than pur-
ple loosestrife in intercropping treatment. In fact, the high-
est total dry weight, the highest reed canary grass dry weight,
and the lowest purple loosestrife dry weight always occurred
in the 1:3 purple loosestrife: reed canary grass combination
(Fig. 2).

The aggressivity of both species in bothwaterlogged and
mesic treatments at 1:3 reed canary grass:purple loosestrife
planting ratio was significantly different from any other in-
tercropping ratios (Table 2, Fig. 2). The purple loosestrife
in the 1:3 treatment was assigned with B characteristic while
all other purple loosestrife intercropping treatment have A
characteristic. Similarly, the reed canary grass in 1:3 treat-
ment was assigned with D characteristic and all other reed
canary grass intercropping treatment have C characteristic.
Specifically, reed canary grass in 1:3 planting ratio was signif-
icantly more competitive than reed canary grass in any other
planting ratios; while the purple loosestrife in this ratio was
significantly less competitive than purple loosestrife in other
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Table 2: Aggressivity of purple loosestrife in various replacement ratios. Due to the reciprocal nature of
aggressivity in two competing species, only the value of purple loosestrife is included in this table, reed
canary grass has exactly the same value with opposite signs. The less competitive species will have negative
aggressivity number.

Water treatment Reed canary grass : purple
loosestrife ratio

Aggressivity of purple
loosestrife

mesic 3:1 -2.025
mesic 2:2 -1.012
mesic 1:3 -1.084

waterlogged 3:1 -1.267
waterlogged 2:2 -0.724
waterlogged 1:3 -0.662

planting ratios. For reed canary grass, the root biomass grad-
ually decreased from the highest value of 0.146 g per plant
in waterlogged treatment and 0.232 g/plant in mesic treat-
ment at density ratio of 1:3 (reed canary grass: purple looses-
trife) to monoculture treatment (4:0) with a dry weight of
0.090g/plant and 0.092/plant respectively (calculation de-
rived from Fig. 2). As it suggested in aggressivity, purple
loosestrife has an opposite trend for biomass accumulation
than reed canary grass; the highest root biomass was ob-
served in monocultural pots at 0.11g/plant in waterlogged
treatment and 0.15g/plant in mesic treatment, and declined
to 0.081 g/plant and 0.078g/plant in at the density ratio of
1:3 (reed canary grass: purple loosestrife) in waterlogged and
mesic treatments, respectively. The root biomass of both
species in 3:1 and 2:2 pots had a similar intermediate weight
which were slightly higher than the lowest dry weights but
much lower than the highest dryweights of each species (Fig.
2).

Although we were unable to measure per plant variabil-
ity in shoot biomass, the total biomass of each species fol-
lowed a similar pattern to that of root biomass. Biomass
of reed canary grass was always greater than that of purple
loosestrife in intercropping treatments for both waterlogged
and mesic scenario. Moreover, the highest total biomass,
the highest reed canary grass biomass, and the lowest pur-
ple loosestrife biomass in waterlogged and mesic conditions
were also found in 1:3 planting ratios; these characteristics
were consistent with what we found in root biomass.

3.3 Monocultures

In general, reed canary grass in monoculture assimilated less
biomass than their peers in intercropping treatment. In fact,
the lowest reed canary grass per pot root biomass in both
waterlogged and mesic conditions occurred when interspe-
cific competition was absent i.e. at 4:0 (reed canary grass:
purple loosestrife) planting ratio. In contrast, purple looses-

trife from the monoculture pots produced more biomass
than their counterparts growing in replacement series. As
pressures from intraspecific competition inpurple loosestrife
gradually being substituted by interspecific pressures from
reed canary grass, aggressivity and biomass of purple looses-
trife in both mesic and waterlogged treatments decreased ac-
cordingly (Fig. 2, Table 2).

3.4 Biomass partition

No consistent pattern can be found in reed canary grass
root:shootbiomass allocation. Inwaterlogged intercropping
treatments, there was only a minor difference between the
dry weight of root and shoot tissues (Fig. 3). In mesic pots,
the shoot biomass of reed canary grass was higher than the
root biomass in intercropping ratios and the gap between
root and shoot biomass is slightly larger than that in water-
logged scenarios. In particular, as more reed canary grass was
replaced by purple loosestrife inmesic replacement series the
gap of root and shoot biomass in reed canary grass became
bigger gradually (Fig. 3). In both waterlogged and mesic
monocultural treatments, shoots comprise a greater propor-
tion of purple loosestrife biomass. Although the small sam-
ple size and lack of standard deviation prevents a clear inter-
pretation of these results, it does seem that purple loosestrife
biomass allocation strategy was affected by replacement ra-
tios (Fig. 3).

3.5 Abnormality

About three weeks after transplantation, some leaves of pur-
ple loosestrife felt extra soft when being touched and turned
into reddish-yellow (Fig. 4). This discolouration symptom
first showed up at shoot tips in a fewwaterlogged plants and
eventually spread to most of the purple loosestrife in this
study during the fourth and fifth weeks after transplanting.
The detailed records are listed in Table 3. Because this symp-
tom can be caused by many reasons, such as nutrient defi-
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Table 3: Number of red purple loosestrife plants in each treament.
Plants with at least three reddish-yellow-green leaves were labelled
red.

Treatment Mesic (watered
daily)

Waterlogged

1 PLS: 3 RCG 0/3 3/3
2 PLS: 2 RCG 6/6 4/6
3 PLS: 1 RCG 7/9 3/9
4 PLS: 0 RCG 5/11 4/12

Figure 4: Reddish leaves in purple loosestrife.
ciency (Mg, Ca, K, P, and N) or elevated levels of antho-
cyanin, no conclusion could be made without further exam-
ination (Pioneer Agronomy Science, 2009).

Mortality occurred in one of the mesic purple looses-
trife monocultural replication, probably caused by damage
in transplanting or damage during maintenance activities
such as pot rotation. Although plant death will reduce total
density and thus impose an impact on the plant interactions,
the average dry weight for this replication did not appear to
be abnormal as indicated by Student’s t-test. So, pots with
plant death were still used in data analyses.

4 Discussion

Our results highlight the impact of replacement ratio on
biomass accumulation in early stage interaction between
purple loosestrife and reed canary grass. Not enough sup-
port for the water saturation hypothesis were found in this
study (H02). Few studies have investigated biomass accumu-
lation of purple loosestrife and reed canary grass in various
circumstances12, 13, 14, 15.

Plant biomass is a complex response variable that incor-
porates factors like resource availability, light exposure, and
disturbance as well as biotic interactions16. Few studies have
been conducted on using a water gradient as an influencing
factor in plant competitions. In theory, plant roots need oxy-
gen to respire, water saturated soil could hinder root oxy-
gen up-take efficacy in most terrestrial pln a field study14,
Phalaris arundinacea (reed canary grass) ranked first inmean
percentage ground cover at 33.3% in the third year after veg-
etation removal in drier sites and purple loosestrife ranked at

sixth place with 1.7% ground cover. In contrast, the flooded
site was codominated by two native wetland species. Purple
loosestrife ranked seventh in terms of ground cover and reed
canary grass was not found at this site in natural coloniza-
tion treatments. Fowler and Antonovics12 also found that
the dominance hierarchy in a grassland community varied
with water availability.

In this experiment, we found no effects of water regimes
on plant biomass accumulation. This finding does not fit
the trends in aforementioned literature. Lack of disparity
between waterlogged andmesic treatments may the cause of
this disagreement. In another study, when sevenwater depth
treatments (−6, −4, −2, 0, +2, +4, and+6 cm relative to
the soil surface)were incorporated, 12 species (including pur-
ple loosestrife and reed canary grass) had their lowest biomass
and lowest survivorship at water depth greater than 0 cm17.
From my observation, the soils in the mesic treatment were
usually moist. In other words, the mesic treatment in this
experiment was essentially waterlogged but in a lesser extent.
Nevertheless, the watering regime in my experiment was set
on purpose; to induce early competition, the smallest pots
were used, but they cannot hold much water. All pots in the
mesic treatment needed to be watered every day to prevent
severe dehydration damage.

Another factor that may influence plant interference is
soil fertility. Especially in wetlands where productivity is not
limited by either moisture or sunlight availability18. Day et
al.18 also found soil fertility tobe thepredominant aspect that
explains variation in species composition along riverine areas
on the Ottawa River. In a study using purple loosestrife as
a phytometer to compare the competitive ability of 40 com-
mon wetland plants, soil organic matter, P, N, Mg, and K
were strong drivers of plant biomassn13.

The purple loosestrife in this experiment had some
reddish-yellow leaves (Table 3, Fig. 4). The discoloura-
tion symptom can be causedby many reasons, such as nutri-
ent deficiency (Mg, Ca, K, P, N) or elevated level of antho-
cyanin, no conclusion could be made without further exam-
ination(Pioneer Agronomy Science, 2009). On the contrary,
reed canary grass had a normal colour and shape in both wa-
terlogged and mesic treatment.

Under the conditions of this experiment, the measures
of plant biomass in the replacement series demonstrated sup-
pression of both species in the presence of reed canary grass.
The biomass accumulation of both purple loosestrife and
reed canary grasswerenegatively related to thedensity of reed
canary grass in all conditions. This suggests that reed canary
grass is more sensitive to intraspecific competition, whereas
purple loosestrife is more sensitive to interspecific competi-
tion.
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The previous research on the comparison of competi-
tive ability between reed canary grass and purple loosestrife
had mixed results. Mal et al.2 developed a regime that in-
corporated a policy of repeated mowing, plowing, and sub-
sequent seeding with reed canary grass to successfully sup-
press purple loosestrife in the highly infested Great Mead-
ows near Concord, Massachusetts. Gaudet and Keddy13
found that intraspecific competition within purple looses-
trife populations reduced 96% of its biomass, while interspe-
cific competition with reed canary grass suppressed 89% of
purple loosestrife biomass in an additive design conducted at
various shorelines in eastern Canada. This finding suggests
that purple loosestrife was more affected by competition
from itself than competition with reed canary grass. Fraser
and Karnezis17 found that purple loosestrife had the great-
est standing crop among 14 various wetland species while
reed canary grass ranked between fourth and 10th in total
biomass, indicating purple loosestrife was more competitive
than reed canary grass in their microcosm greenhouse study.
In another field survey of 24 wetlands in the Pacific North-
west, the abundance of purple loosestrife and reed canary
grass were negatively correlated but the hierarchy of compet-
itive ability was not fixed and was likely determined by vari-
ous environmental factors15.

These inconsistencies may be caused by differences
in scales among those experiments. Various studies have
demonstrated that properties or processes emergent at one
level or scale of interaction may not be predictable at dif-
ferent scales of interaction13, 19. Environmental differences
that originated from different site locations might also be a
reason for these inconsistent results. All aforementioned re-
sults were either from a greenhouse studywith a large sample
size17, 2 or field plant survey17, 15, while this experiment took
place in a conservatory greenhouse with a relatively small
sample size.

Although reed canary grass was more competitive than
purple loosestrife in this experiment, using reed canary grass
to crowd out purple loosestrife in Canadian wetlands may
not lead to enhanced biodiversity. Previous studies have
shown that reed canary grass is capable of out-competing
and displacing other native wetland plants as well6, 15. Reed
canary grass creates a thick layer of litter that impedes the
growth of other species whereas purple loosestrife cannot
produce such a dense litter layer15. The replacement of one
invasive weed by another one is not likely to have many ben-
efits for biodiversity.

The ultimate practical value of understanding compet-
itive mechanisms of invasive species is to find a manage-
ment strategy. Current efforts to control purple loosestrife
in Manitoba have focused on introducing its natural ene-

mies from Eurasia i.e. purple loosestrife beetle (Galerucella
calmariensis L)1, 20, 21. Reed canary grass can outcompete
purple loosestrife in some studies2. Purple loosestrife in the
aforementioned natural enemy predatory experiment suf-
fered from plant competition and herbivore predation si-
multaneously. The presence of plant competition could be
a confounding factor in evaluating the efficacy of biocontrol
agents. Future studies on separating the effects of plant com-
petition andherbivorepredationmightbeneeded todemon-
strate the true efficacy of biocontrol agents.

The distribution of purple loosestrife and reed canary
grass overlap inManitobawetlands21. Since these two species
are competing with each other and both species have been
demonstrated as being more competitive than other native
wetland species15, removing one will likely result in the in-
crease of the other, and targeting one while ignoring the
other is not likely to lead to an increase in biodiversity. In
order to truly restore wetlands in Manitoba, I recommend
integrating purple loosestrife and reed canary grass control
programs.

There are some caveats to this study that may limit
its ability to extrapolate to larger, more complex systems.
Firstly, using biomass to infer competitive ability may not
be very accurate in a short-term experiment. Regardless of
the limiting resource involved in a plant competition, the
result is usually associated with a critical age or stage of
development1. Grace et al.22 demonstrated biomass mea-
surements were correlated with initial sizes of plant in the
first twoyears. With the fact that reed canary grasswas grown
from seeds and purple loosestrife was propagated from veg-
etative cuttings in this experiment, it is not possible to elimi-
nate the impact of initial plant size. Secondly, there are some
concerns on the accuracy of replacement series design. Mar-
shall and Jain23 suggested that the competitive ability in a re-
placement studymay be dependent on the total density cho-
sen. Tilman24 found that the effects of intraspecific and in-
terspecific competition cannot be easily separated in replace-
ment series. Thirdly, due pooling plants for biomass mea-
surements, we lost statistical power and could not perform
robustmodels. Consequently, the results and findings in this
experiment might be eroded by these flaws.

5 Conclusion

In conclusion, I found the density ratio of reed canary grass
and purple loosestrife has an impact on the biomass accumu-
lation. While the watering regimes do not have a significant
impact on competitive ability, reed canary grass appeared to
be more competitive than purple loosestrife in this experi-
ment. However, using reed canary grass to crowd out pur-
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ple loosestrife is not likely to enhance biodiversity in Cana-
dian wetlands. According to the results in this experiment,
using slightly elevated water levels to suppress the growth of
purple loosestrife is not practical, and I recommend integrat-
ing purple loosestrife and reed canary grass control programs
to increase the biodiversity in wetlands. There are some in-
consistencies with previous research, possibly caused by dif-
ferences in scales of study, influences of initial biomass, and
errors of pooling plants for biomass measurements.
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Abstract
For estimating parameters of a statistical model, it is important to minimize the variances of the estimators. Efficiency

of an estimator increases as its variance becomes smaller. Sometimes instead of minimizing the variances of the individual
parameters, it is important to minimize the total or average variance of all the parameter estimators. This refers to A-
optimality in the context of optimal experimental design. Motivated by this fact, we construct A-optimal designs for some
regression models using a class of algorithms, indexed by a function which depends on the derivatives of the criterion function.
We also develop strategies for constructing A-optimal designs and investigate techniques for improving convergence rates by
using the properties of the directional derivatives of the criterion function. Computational studies show that convergence of
the algorithm improves a great deal when amended by the properties of the directional derivatives. We explored the design
construction through some examples including one practical problem arising in chemistry.

Keywords: Average Variance, Directional Derivatives, Multiplicative Algorithms, Optimal Designs, Parameter Estimation

1 Introduction

Optimal designs are constructed according to a sta-
tistical criterion for a specific statistical model.
The objective is good estimation of the param-
eters of the model. There are a variety of criteria

defining good estimation, the popular ones being D, G, A
and linear optimality. InD-optimality, we minimize the de-
terminant of the covariance matrix of the parameter estima-
tors. That is, in this optimality, the generalized variance of
the parameter estimators is minimized. Note that because of
the reciprocity property of the covariance matrix and the in-
formationmatrix,minimizing the determinant of the covari-
ance matrix is equivalent to maximizing the determinant of
the information matrix. In G-optimality, we minimize the
maximum standardized variance of the predicted response
over the design space. This optimality may be useful when a
researcher is interested in predicting the outcome variable as
efficiently as possible over the design space. In this present
work, we focus on A-optimal criterion and construct such
designs for some models of interest. An A-optimal design
seeks to minimize the sum of the variances of the parameter
estimators or their average variance. Some motivations for
A-optimality are given at the end of this section. A full de-
scription of this criterion is given in Section 2.

As the present work is based on optimal design theory,
we startwith abrief introduction to this area. We first assume
a probability model. A probability model is a mathematical

representation of a randomphenomenon. It is defined by its
sample space. A sample space for a probabilitymodel is a col-
lection of all possible outcomes of a random experiment. A
sample space could be discrete or continuous. In optimal de-
sign context, we first assume a probability model of the type

y ∼ π(y|xxx,θθθ, σ)

where y is the response variable; xxx are design variables,
xxx∈XXX ⊆Rm,XXX is the design space;θθθ = (θ1, θ2, ..., θk)⊤ are
unknown parameters; σ is a nuisance parameter; and π(.)
is a probability model. The objective of an optimal design
is good estimation of the parameters of the model. As dis-
cussed earlier, there are a variety of criteria defining good esti-
mation. When the model is linear in the parameters, we fur-
ther assume that y(xxx) has an expected value of the explicit
form E(y|vvv) = vvv⊤θθθ, where vvv ∈ V , V = {vvv ∈ Rk: vvv =
η(xxx)}withη(xxx) = (η1(xxx), η2(xxx), . . . , ηk(xxx))⊤, a vector of
k real valued functions defined on the design space X . The
space V is called the induced design space (or design locus)
because V is the image under a set of regression functions η
ofX . We discuss how we obtain V from the original design
spaceX in the following.

In optimal design theory, an approximate design is char-
acterized by a probability measure, say p, defined on the de-
sign spaceX and hence on V . In practice we must discretize
these spaces. Suppose that we discretize the design space
X into J distinct points, say, xxx1,xxx2, . . . ,xxxJ . Thus, V =
{vvv1, vvv2, . . . , vvvJ}, where vvvj = η(xxxj), j = 1, 2, . . . , J .
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At this point we specify p by a set of weights or propor-
tions pj satisfying pj ≥ 0, j = 1, 2, . . . , J ,

∑
pj = 1.

We assign weight pj to vvvj . We wish to choose the vector
ppp = (p1, p2, . . . , pJ)

⊤ optimally. If θ̂θθ is the least squares es-
timator ofθθθ, then the covariancematrix cov(θ̂θθ) ∝MMM−1(ppp),
whereMMM(ppp) is the per observation informationmatrix. The
matrixMMM(ppp) is given by

MMM(ppp) =
J∑

j=1

pjvvvjvvv
⊤
j = VVV PVVV ⊤ (1)

where VVV = [vvv1 vvv2 . . . vvvJ ] and PPP = diag(p1, p2, . . . , pJ).
In order to ensure good estimation of θθθ, we wish to choose
the proportion pj of observations taken atxxxj by optimizing
some criterion, say ϕ(ppp). There are many useful books in
optimal design 1, 2, 3, 4, 5.

The aim of this paper is to constructA-optimal designs
in linear regression models. In A-optimality, we minimize
the sum of the variances of the parameter estimators or their
average variance. This criterion was introduced by Elfving6.
There is an extensive literature available for this criterion.
The alphabetical nomenclature for different design criteria
was introduced by Kiefer7. As the trace is the sum of the
main diagonal elements of a matrix, theA-optimal criterion
minimizes the trace of the covariance matrix of the param-
eter estimators. A-optimality is important in the sense that
we always try to minimize the variances of the parameters of
a statistical model. Instead of minimizing the variances of
the individual parameters, this optimality minimizes the to-
tal or average variance of all the parameter estimators. We
construct A-optimal designs using a class of multiplicative
algorithms, indexed by a function which depends on the
derivatives of theA-criterion function. The function is pos-
itive, increasing and may depend on a free positive param-
eter. The goal is also to develop strategies for constructing
A-optimal designs and investigate techniques for improving
convergence rates by using the properties of the directional
derivatives of the criterion function.

We take the criterion function ϕ(ppp) to be the A-
optimality criterion. We maximize ϕ(ppp) subject to pj ≥ 0

and
∑J

j=1 pj = 1. So we consider an example of the fol-
lowing general problem.

Maximize ϕ(ppp) overP ≡
{
ppp = (p1, p2, . . . , pJ) : (2)

pj ≥ 0,
J∑

j=1

pj = 1
}

The equality constraint
∑
pj = 1 renders the problem a

constrained optimization problem. Note also that P is a
probability simplex. The probabilities are nonnegative and
sum to one. The set is closed and bounded. By the definition
of convexity, the full constraint region is convex.

2 Methods

Our general problem is to maximize a criterion ϕ(ppp) subject
to pj ≥ 0, j = 1, 2, . . . , J and

∑
pj = 1. In order to

solve this problem, we first need to determine the optimality
conditions.

2.1 Optimality Conditions and a Class of Algo-
rithms

We determine the optimality conditions in terms of point
to point directional derivatives. We use differential calculus
and exploit the directional derivative ofWhittle8. The direc-
tional derivativeFϕ{ppp,qqq} of a criterion functionϕ(.) atppp in
the direction of qqq is defined as

Fϕ(ppp,qqq) = lim
ε↓0

ϕ{(1− ε)ppp+ εqqq} − ϕ(ppp)

ε
. (3)

The derivativeFϕ{ppp,qqq} exists even if the criterion func-
tion ϕ(.) is not differentiable. If ϕ(.) is differentiable, (3)
can be simplified as: Fϕ(ppp,qqq) = (qqq − ppp)⊤∂ϕ/∂ppp. Let
Fj = Fϕ(ppp,eeej), where eeej is the jth unit vector in RJ . So,
Fj can be simplified as

Fj = dj −
J∑

i=1

pidi (4)

where dj = ∂ϕ/∂pj , j = 1, 2, . . . , J . As Fj is the di-
rectional derivative of the criterion function ϕ(.) at ppp in the
direction of the extreme vertex eeej , we call Fj the vertex di-
rectional derivative of the criterion ϕ(.) at ppp.

Now, if ϕ(.) is differentiable at an optimizing distribu-
tionppp∗, then the first-order conditions forϕ(ppp∗) to be a local
maximum of ϕ(.) in the feasible region of the problem are

F ∗
j = Fϕ{ppp∗, eeej}

{
= 0 for p∗j > 0
≤ 0 for p∗j = 0. (5)

If the criterionϕ(.) is concave on the feasible region, then the
first-order conditions (5) are bothnecessary and sufficient for
optimality, a result known as the general equivalence theo-
rem in optimal design 8, 19.

It is typically not possible to evaluate an optimal solu-
tion explicitly. So, we often require an algorithm in order
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to construct the optimizing distribution. A class of algo-
rithms which neatly satisfy the basic constraints of the op-
timal weights take the form

p
(r+1)
j ∝ p

(r)
j f(d

(r)
j ) (6)

where d(r)j = ∂ϕ/∂pj at rth iterate ppp = ppp(r) and the func-
tion f(.) satisfies the conditions that it’s positive and strictly
increasing. The function f(.)may depend on a free positive
parameter δ. Torsney9 first proposed this type of iteration
by taking the function f(d) = dδ , δ > 0. Silvey, Tittering-
ton, and Torsney10 studied the choice of δ when the func-
tion f(d) takes the same form as above, i.e., dδ . Torsney11
considered the choice f(d) = eδd, where the partial deriva-
tives couldbebothpositive andnegative. Torsney12 explored
themonotonicity property of particular values of the free pa-
rameter δ. Titterington13 describes a proof of monotonicity
of f(d) = d for constructing D-optimal designs. Chowd-
hury, Chen, and Mandal14 used the above algorithm and
considered a class of optimization problems on minimizing
variance based criteria in respect of parameter estimators.
Mandal, Torsney, and Carriere15, andMandal and Torsney16
further developed the algorithm based on a constrained op-
timization problem and a clustering approach, respectively.
Mandal, Torsney, and Chowdhury17 used a Lagrangian ap-
proach and constructed optimal designs byminimizing a co-
variance criterion. They established optimality conditions
for a non-standard criterion function. The conditions are
given in terms first and second order conditions.

2.2 Optimizing Distribution and the A-
optimality

Our general problem is given in (2), whereϕ(ppp) is a criterion
function of interest. In the presentwork, we takeϕ(ppp) as the
A-optimality criterion. Wementioned earlier that instead of
minimizing the variances of the individual parameters of a
model, it is also important to minimize the total or average
variance of all the parameter estimators. In order to mini-
mize the total or average variance of all the parameter esti-
mators, we need to minimize theA-optimality criterion. In
Section 1, we have seen that the covariance matrix of θ̂θθ is ac-
tually the inverse of the information matrixM(ppp). Because
of this reciprocity property, minimizing the variance corre-
sponds to maximizing the information. In terms of a maxi-
mization problem, theA-optimality criterion is defined by

ϕA(ppp) = ψA{MMM(ppp)} = −Trace{MMM−1(ppp)}. (7)

The above criterion has some properties. The criterion is
concave and an increasing function overM, whereM is the

set of all positive definite symmetric matrices. The criterion
is differentiable whenever it is finite, and the first derivative
is given by

∂ϕA
∂pj

= vvvTj MMM
−2(ppp)vvvj . (8)

The A-optimality criterion was considered by Elfving6 and
Chernoff18 and subsequently studied 1, 2, 3, 5, 19, 20, 21. Re-
centlyChowdhury, Chen, andMandal14 considered a class of
optimization problems on minimizing variance based crite-
ria in respect of parameter estimators of a linearmodel. They
did not consider the A-optimality directly. Instead of con-
sidering all the parameters, they considered minimizing the
total variance of the estimators of some parameters of inter-
est.

It can be easily shown thatA-optimality is a special case
of Linear optimality in which we minimize the criterion
ϕL(ppp) = Trace{MMM−1(ppp)LLL}, whereLLL is a k × k matrix of
coefficients. Suppose thematrixLLL is of rank s, where s ≤ k.
ThenLLL can be expressed as: LLL = AAA⊤AAA, whereAAA is a s× k
matrix of rank s. Then the criterion ϕL(ppp) can be written
asϕL(ppp)=Trace{MMM−1(ppp)AAA⊤AAA}=Trace{AAAMMM−1(ppp)AAA⊤}.
WhenAAA = ccc⊤, whereccc is a k×1 vector,ϕL(ppp) corresponds
to the c-optimality criterion. WhenAAA orLLL is an identityma-
trix, ϕL(ppp) corresponds to theA-optimality criterion.

2.3 Construction ofA-optimal Designs

As we discussed earlier, problem (2) has a set of constraints
on the design weights, namely, pj ≥ 0 and

∑J
j=1 pj =

1. An iteration which neatly submits to these constraints is
given in (6). As wementioned, this type of iteration was first
proposed by Torsney9. The function f(.) in the algorithm
may depend on a positive parameter δ. The full form of the
algorithm is given by

p
(r+1)
j =

p
(r)
j f(x

(r)
j , δ)

J∑
j=1

p
(r)
j f(x

(r)
j , δ)

(9)

where x(r)j = d(r)j , the partial derivatives evaluated at ppp(r).
The function f(·, ·) is positive and strictly increasing in x.
The function depends on a free positive parameter δ. When
the partial derivatives are positive, a typical choice of f(·, ·)
is dδ9. When the partial derivatives are both positive and
negative, a choice of f(·, ·) is edδ11. Mandal and Torsney16
considered the choice of f(·, ·) as dδ , and further developed
the algorithm based on a clustering approach. Algorithm (9)
possess several nice properties. Any iterateppp = ppp(r) is always
feasible. An iterate ppp(r) is a fixed point of the iteration if the
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derivatives ∂ϕ/∂p(r)j corresponding to nonzero p(r)j are all
equal.

However, convergence of the algorithm could be slow if
we donot choose the function f(·, ·) in an objectiveway. We
need to develop strategies for better convergence of the algo-
rithm for constructing designs that optimize the A-optimal
criterion. We attempt to improve the convergence by con-
sidering the first argument of the function f(·, ·) as the ver-
tex directional derivatives of the A-optimal criterion func-
tion. Recall that from equation (5) the first order condi-
tions for optimality are Fj = 0 for p∗j > 0, and Fj ≤ 0
for p∗j = 0. Recall also that from equation (4) we have
Fj = dj −

∑J
j=1 pjdj . So the vertex directional derivatives

are both positive and negative. Using equation (4), we can
prove that

∑J
j=1 pjFj = 0. This suggests that we can im-

prove the convergence of the algorithm if we choose a func-
tion which is centred at zero and also changes quickly about
the value F = 0. It is also important that we should treat
positive and negative directional derivatives symmetrically.
One choice of f(x, δ) with the potential to satisfy these re-
quirements is the normal cumulative distribution function.
That is, f(x, δ) = Φ(δx). This function changes quickly
at x = F = 0. If we take x as the partial derivatives of
theA-optimal criterion, this choice of f(x, δ) could be bad
because the partial derivatives ofA-optimal criterion are not
centred at zero. The convergence of the algorithm will also
depend on the choice of the parameter δ. Depending on the
numerical values of the partial and directional derivatives, we
need to choose the values of δ carefully.

3 Examples, Results, & Discussion

3.1 Example 1 —Quadratic Regression

We first constructA-optimal design to the quadratic regres-
sion model. This is a polynomial regression model in one
variable. In polynomial regression, the regression function
E(Y |x) is nonlinear in the design variable x. However, the
regression function is linear in the parameters. Therefore
polynomial regression is considered to be a special case of
multiple linear regression. Quadratic regression is a polyno-
mial regression of order two. The model is given by

E(Y |x) = θ1 + θ2x+ θ3x
2

with the design interval [-1, 1]. The design space is continu-
ous. So we discretize the design space to be in some form of
uniform grid on the continuous design space. In particular,
we approximate thedesign interval by a gridofpoints equally
spaced at intervals of 0.01. We report the performance of
algorithm (9), by taking the first argument of the function

f(x, δ) as both the partial and directional derivatives of the
A-optimal criterion. As discussed earlier, we take f(x, δ) =
Φ(δx). We record, for n = 1, 2, . . . , 6, the number of iter-
ations needed to achieve max

1≤j≤J
{Fj} ≤ 10−n, where Fj are

the vertex directional derivatives. We take the initial design
to be p(0)j = 1/J , j = 1, 2, . . . , J . Results are reported
in Table 1 for x = d and in Table 2 for x = F . Results
for the best choices of δ are given in bold numbers. Note
that the best choices of δ are determined by the least num-
ber of iterations at n = 6. Note that, for x = F (Table 2),
the design did not converge beyond the value of δ = 0.15.
This is why the best choice is given in the last row of this ta-
ble. The algorithm converges to a solution having three sup-
port points, namely−1, 0 and 1 with corresponding weights
(0.25, 0.50, 0.25). The directional derivatives corresponding
to the above three support points are zero and are negative
towards all zero weighted remaining design points. There-
fore the design satisfies the first-order optimality conditions
(5).

Table 1: Number of iterations needed to achieve max
1≤j≤J

{Fj} ≤

10−n for the Quadratic Regression Model with f(x, δ) = Φ(δx),
x = d.

δ n = 1 n = 2 n = 3 n = 4 n = 5 n = 6

0.05 162 1755 17729 64702 106506 147568
0.10 130 1352 13565 49469 81419 112802
0.110.110.11 131131131 135413541354 135671356713567 494704947049470 814188141881418 112799112799112799
0.12 134 1373 13736 50073 82408 114169
0.20 237 2166 21310 77542 127568 176705

Table 2: Number of iterations needed to achieve max
1≤j≤J

{Fj} ≤

10−n for the Quadratic Regression Model with f(x, δ) = Φ(δx),
x = F .

δ n = 1 n = 2 n = 3 n = 4 n = 5 n = 6

0.10 56 616 6241 22781 37500 51957
0.12 46 514 5201 18984 31250 43298
0.14 39 441 4459 16273 26786 37113
0.150.150.15 595959 412412412 416241624162 151891518915189 250012500125001 346393463934639

As we discussed earlier, we attempt to improve the con-
vergence of the algorithmby using the directional derivatives
of theA-optimal criterion as the first argument of the func-
tion f(x, δ) = Φ(δx). Results in Tables 1 and 2 clearly il-
lustrate that convergence is improved considerably. For ex-
ample, with x = d, δ = 0.11 and n = 6, the number
of iterations needed to converge to the A-optimal design is
112799 (Table 1), whereas by using x = F and δ = 0.15,
this number reduces to 34639 (Table 2).
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3.2 Example 2 — A Practical Problem in Chem-
istry

We now consider a model which is used in a practical prob-
lem arising in Chemistry. The regressionmodel describes the
relationship between the viscosity y and the concentration x
of a chemical solution. Viscosity is the response. The model
is given by

E(y|x) = θ1x+ θ2x
1/2 + θ3x

2

with the design interval restricted to (0.0, 0.2]. This model
was considered22 for constructing designs for minimally de-
pendent observations.

Note that there is no intercept in this model. The design
space is continuous. As we discussed in Section 1, we dis-
cretize the design space to be in some form of uniform grid
of points equally spaced at intervals of 0.01. We report the
performance of algorithm (9), by taking the first argument
of f(x, δ) as both the partial and directional derivatives of
theA-optimal criterion. We record the number of iterations
needed to achieve max

1≤j≤J
{Fj} ≤ 10−n. We take the ini-

tial design to be p(0)j = 1/J , j = 1, 2, . . . , J . Results
are reported in Table 3 for x = d and Table 4 for x = F .
Note that, for this particular model, both the partial and di-
rectional derivatives are numerically very large, so we needed
smaller values of the parameter δ compared to the previ-
ous model. The algorithm converges to a solution having
three support points, namely 0.01, 0.12 and 0.20 with cor-
responding weights (0.413419, 0.380949, 0.205632). Here
also the directional derivatives corresponding to the above
three support points are zero and are negative towards all
zeroweighted remaining design points. Therefore the design
satisfies the first-order optimality conditions (5).

In this model, with x = d, δ = 7× 10−6 and n =
6, the number of iterations needed to converge to the A-
optimal design is 9927 (Table 3), whereas by using x = F
and δ = 1.005× 10−05, this number reduces to 2863 (Ta-
ble 4). Thus we see that convergence of the algorithm is im-
proved considerably by using the directional derivatives of
theA-optimal criterion function.

Table 3: Number of iterations needed to achieve max
1≤j≤J

{Fj} ≤

10−n for the Viscosity Model with f(x, δ) = Φ(δx), x = d.

δ ×
10−6

n = 1 n = 2 n = 3 n = 4 n = 5 n = 6

3 5918 7458 8998 10537 12077 13615
6 4357 5489 6622 7754 8886 10018
777 431943194319 544154415441 656265626562 768476847684 880688068806 992799279927
8 4410 5555 6699 7844 8989 10133
10 4947 6230 7513 8796 10078 11360

Table 4: Number of iterations needed to achieve max
1≤j≤J

{Fj} ≤

10−nfor the Viscosity Model with f(x, δ) = Φ(δx), x = F .

δ ×
10−05

n = 1 n = 2 n = 3 n = 4 n = 5 n = 6

1.0 1277 1610 1943 2277 2609 2942
1.004 1233 1547 1921 2263 2597 2927
1.0051.0051.005 149114911491 176317631763 203720372037 231123112311 258925892589 286328632863
1.006 1919 2273 2629 2983 3337 3693
1.008 4723 5637 6553 7467 8385 9309

4 Conclusions

In the present work, we addressed an important problem of
optimal design and statistical inference. The objective was
good estimation of the parameters. For a statistical model, it
is important to estimate the parameters withminimum vari-
ance.

We consideredA-optimal designs andminimized the to-
tal or average variance of all the parameter estimators. In or-
der to solve this optimization problem, we minimized the
trace of the covariance matrix of the parameter estimators.
Because of the reciprocity property of the covariance matrix
and the information matrix, minimizing the variance corre-
sponds to maximizing the information. We determined the
optimality conditions in terms of point to point directional
derivatives. In particular, we expressed the optimality condi-
tions in terms of vertex directional derivatives of the criterion
function. We constructed the A-optimal designs by using a
class of algorithms which neatly fit the basic constraints of
our optimization problem. We then developed techniques
for improving convergence rates by using the properties of
the directional derivatives of the criterion function. Compu-
tational studies show that convergence of the algorithm im-
proves a great deal when amended by the proposed approach
based on using the properties of the directional derivatives.
We constructed optimal designs for some models includ-
ing one practical model which describes the relationship be-
tween the viscosity and the concentration of a chemical solu-
tion.
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Abstract
Arctic fish have evolved different physiological and behavioural mechanisms to survive the frigid waters of the Arctic

Ocean. They synthesize antifreeze glycoproteins (afgps) that coat and inhibit the growth of ingested ice crystals and lower the
freezing point of fish fluids. In addition, certain species of Arctic fish express different types of hemoglobins depending on the
temperature of the water and oxygen availability. Some Arctic fish have also adapted anadromous life-history strategies to
take advantage of the high summer primary productivity of the Arctic Ocean, and have modified their horizontal and vertical
migration patterns based on the season. These physiological and behavioural adaptations have enabled Arctic fish to thrive in
northern waters; however, the effect of climate change may induce further adaptations to their rapidly changing environment.

Keywords: Arctic, Cold Adaptation, Antifreeze Glycoproteins, HemoglobinMultiplicity, Migration

C old adaptations refer to physiological and be-
havioural changes that an organism has devel-
oped to survive in polar climates over evolution-
ary time1. Physiological changes occur when an

organism alters its normal body functions to cope with en-
vironmental changes to maintain homeostasis. Organisms
will alter their behaviour, the way they act in response to
a stimulus, to ensure their survival. The Arctic Ocean is
characterized by its extreme winters, wide range of temper-
atures that occur throughout the year2, 3, and high sum-
mer primary productivity4. Therefore, the ichthyofauna of
the Arctic have developed cold adaptations that ensure their
survival in the sub-zero and wide-ranging temperatures of
the northern waters. Certain physiological adaptations such
as, the presence of antifreeze glycoproteins in fish fluids5
have allowed Arctic fish to cope with the freezing waters
of the Arctic Ocean. For example, an average teleost fish
will freeze at -0.8◦C5, but an Arctic fish can withstand wa-
ter temperatures of -1.9◦C5. Furthermore, some species have
hemoglobin multiplicity6, which enables fish to withstand
the wide-ranging temperatures of the Arctic. Finally, some
Arctic fish have developed anadromous life-history strate-
gies and migratory patterns to take advantage of favourable
ecological conditions4, 7. Therefore, these behavioural adap-
tions have enabled these species to thrive and successfully re-
produce.

Ice crystals can enterArctic fish through their gills and in-
testinal tract8, potentially damaging internal organs9. There-
fore, they have developed antifreeze glycoproteins (afgps) to
inhibit the growth of ice crystals in their systems10. Afgps
are synthesized in the liver and pancreas of fish and dis-

tributed in their blood and gastrointestinal fluids (Fig. 1)9.
As ice crystals enter their body, they are coated with afgps,
inhibiting ice crystal growth11. Afgps are continuously re-
cycled throughout the circulatory system and only excreted
with feces (Fig. 1)9. Therefore, fish have a readily available
supply of afgps to cope with the presence of ice crystals in
their system.

Afgps also lower the freezing point of the blood of Arc-
tic fish due to their non-colligative properties5. This phe-
nomenon is known as thermal hysteresis, which means that
the freezing point of a substance is inferior to its melting
point10, 5. As afgps coat the surface of ice crystals, they lower
the freezing point of the fish’s blood and allow it to with-
stand waters with freezing temperatures. The winter floun-
der (Pseudopleuronectes americanus) is an example of a fish
that was found to experience thermal hysteresis to cope with
sub-zero water temperatures during the winter months10.
In the winter, the freezing point of this species’ serum is -
1.37◦C, and its melting point is -0.75◦C10.

Afgps are a vital adaptation that have allowed Arctic
fish to cope with the ingestion and formation of ice crys-
tals within their system and prevent the freezing of their flu-
ids. Recent studies have shown that there are five distinct
antifreeze proteins (AFPs), namely atgps, Type I, Type II,
Type III, and Type IV that are found in different species
of fish12, 13. These proteins have different structures and
sequence compositions, but all have the same antifreeze
functions12. Therefore, these proteins have convergently
evolved the same antifreeze properties to survive freezingwa-
ter temperatures.

Hemoglobinmultiplicity has enabledArctic fish to cope
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Figure 1: Representation of antifreeze glycoprotein synthesis and re-
cycling cycle in Arctic gadids (Boreogadus saida). The antifreeze
glycoproteins are formed in the pancreas and liver. From the liver,
they are released into the gastrointestinal tract. Those that are not
excreted with the feces are resorbed by epithelial cells and trans-
ferred into the blood. Some are transferred into the bile and stored
in the gall bladder, while others are released back into the gastroin-
testinal tract.

with the wide-ranging temperatures of the Arctic Ocean14.
Hemoglobins are proteins that are found in the blood of fish
that increase the transportation of oxygen from the gills to
the tissues15, 6. Hemoglobin multiplicity refers to the ability
of hemoglobins to display different oxygen affinities depend-
ing on the temperature of the water3. For example, three
major hemoglobins (Hb 1, Hb 2, and Hb 3) were found in
the blood of the spotted wolffish (Anarhichas minor) 14, and
three species of cods: the polar cod (Arctogadus glacialis);
Arctic cod (Boreogadus saida); and the Atlantic cod (Gadus
morhua)6. Hb 1 and 2 displayed a low Bohr effect, or low
oxygen affinity, while Hb 3 displayed a high Bohr effect14.
In other words, these species have the ability to acclimatize
to waters with high and low concentrations of oxygen, and
therefore waters of different temperatures.

Furthermore, hemoglobin multiplicity is often associ-
ated with fish that have a dynamic life-history15. For ex-
ample, the Arctic charr (Salvelinus alpinus) and the At-
lantic salmon (Salmo salar) are species that migrate to dif-
ferent tempered waters throughout their lives4, 15. Ten dif-
ferent hemoglobins were identified in the blood of the Arc-
tic charr16, whereas the Atlantic salmon is known to possess
more hemoglobin genes than any other teleost15. Therefore,

hemoglobin multiplicity has allowed these species to cope
with the different levels of oxygen present in their migratory
waters.

Arctic fish species have developed behavioural adapta-
tions that allow them to best utilize the environmental con-
ditions of the Arctic Ocean. For example, certain popula-
tions of Arctic charr have developed an anadromous life-
history17, 4, which means they migrate from salt water to
freshwater to spawn. More specifically, they overwinter in
northern freshwater lakes, migrate to the Arctic Ocean to
feed in the nutrient rich waters during the spring and sum-
mer months, and then return to their freshwater habitat to
spawn4. Arctic charr that have developed an anadromous
life-history can grow to be more than 70 cm in length at ma-
turity, while those that occupy freshwater year-round only
measure up to 20 cm4. Hence, it is likely that the anadro-
mous life-history strategy of the Arctic charr is advantageous
because the ocean offers a richer supply of food than the
freshwater habitat, which allows the fish to grow to larger
sizes.

Furthermore, recent research has identified the horizon-
tal and vertical movements of the migratory pattern of the
Arctic charr7. They were found to occupy higher latitudes
in the summer and fall months, than during the winter and
spring7. The study also revealed that they mostly occupied
surfacewaters during thewinter and early spring, and deeper
waters during the summer and fall7. It is likely that the mi-
gratory behaviour of theArctic charr reflects its preferredwa-
ter temperatures and the availability of nutrients in thewater
column.

Conclusion

Fish have adapted to the extreme winters and wide range
of temperatures that characterize the Arctic Ocean. Physi-
ological adaptations include the presence of antifreeze gly-
coproteins that allow fish to prevent the growth of ice crys-
tals and lower the freezing point of their body fluids, and
hemoglobin multiplicity, which allows fishes to cope with
the fluctuating oxygen concentrations of different tempered
waters. Behavioural adaptions include migratory strategies
that allow the ichthyofauna to take advantage of the nutri-
ent rich Arctic waters during the summer months, as well as
horizontal and vertical displacements that allow them to best
utilize their preferred aquatic environments. These adapta-
tions have allowed species to survive and thrive in northern
waters; however, with the warming climate Arctic fish may
need to further adapt to their changing environment. The
ArcticOcean is experiencingwarming temperatures and con-
sequently, longer periods of stratification and lower levels of
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available oxygen18. In addition, marine species and boreal
fish are expanding their distributional ranges19, 20. There-
fore, the warming climate is disrupting normal ecological
interactions18, which will greatly influence population sizes
and the overall health of Arctic fish species18.
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Abstract
The North American wood frog, Rana sylvatica, can inhabit extremely cold climates utilizing a variety of adaptations.

This review identifies the driving mechanisms behind the overwintering response of R. sylvatica. The major response factors
instrumental to survival include environmental and behavioral adaptations, internal freezing point depression by increasing
blood and tissue concentration of glucose and urea, and reduced metabolic activity by increasing blood and tissue concentra-
tion of urea. These factors were contrasted between the Alaskan and Ohioan variants to explore and explain the relationships
between their overwintering response factors and their geographical positioning.
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O f the amphibians known to be native to North
America, the wood frog (Rana sylvatica) is the
only one that has been found to inhabit the Arc-
tic Circle1. Amphibians are ectothermic and can-

not generate their own heat. Consequentially, they face a
serious challenge living in a habitat with temperatures that
drop below freezing for extended periods of time2. Rana
sylvatica respond to these extreme conditions by undergo-
ing an overwintering process that allows them to withstand
temperatures of -16◦C and below3. This review highlights
the major environmental and physiological response factors
of the overwintering process in Alaskan and Ohioan R. syl-
vatica. Specifically, behavioral adaptations, environmental
insulation, urea-induced metabolic inhibition, and usage of
both urea and glucose as cryoprotectants are explored.

The internal body temperatures of R. sylvatica during
hibernation must be kept from declining too low to sur-
vive through winter. The habitat of wood frogs is generally
limited to woody ecosystems bordered by the Appalachians,
Pacific Ocean, northern tree-line, and southern tree-line3.
Alaskan wood frog populations in the north-west of the ge-
ographical range are subject to an average annual snowfall
of 174 cm and average January lows at -28◦C. Meanwhile,
Ohioan wood frog populations in the south-east experience
milder conditions, with an average annual snowfall of 35 cm
and average January lows of -5◦C. In the winter, wood frogs
utilize leaf litter and snow as an insulated barrier to main-
tain a temperature range adequate for survival1. Addition-
ally, R. sylvatica tend to group close together and reside in
depressions in the soil, which is hypothesized to be a behav-
ioral adaptation to maximize insulation during hibernation,

similar to other overwintering amphibian species found in
Michigan4. However, the specialized adaptations R. sylvat-
ica have for winter survival limits themaximum temperature
they can survive and thus in the south, they are limited to
temperate forests1. Despite the large habitable temperature
range, there does not seem to be differences in behavior be-
tween the two geographical variants based on current litera-
ture, and thus warrants further study.

During winter, R. sylvatica accumulate glucose in their
bloodstreams and organs to act as a cryoprotectant5, depress-
ing the freezing point ofwater in the organism6. This specifi-
cally leaves the heart, liver, and kidneys unfrozen but inactive
as the muscles freeze and the body cavity fills with ice5. Un-
der experimental pre-, during, and post-freeze conditions,
plasma glucose concentration does not significantly vary be-
tweenAlaskan andOhioanwood frogs. However, under the
same conditions, the glycogen reserves drop significantly less
in the Alaskan variant during freezing conditions3. This is
likely due to their large geographic and climate differences
which require the Alaskan frogs to withstand colder and
longer winters, thus needing a larger energy reserve.

The geographic differentiation of liver glycogen levels
between Alaskan and Ohioan frogs is expanded when com-
paring their relative concentrations of glut2. Glut2 is a
major glucose transporter that is especially active in liver and
pancreaticβ-cells7. TheAlaskan frogs have anoverall glut2
concentration 1.8 times greater thanOhioan frogs, and to ex-
hibit an increase inglut2protein concentration in response
to freezing stress8.

Increased expression of glut2 will only significantly
change the glycogen concentration in liver tissue5. This indi-
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cates that enzymatic catabolism of hepatic glycogen appears
to be R. sylvatica’s sole source of glucose for the body dur-
ing their overwintering response to freezing temperatures.
Moreover, it seems that the increased transport of glucose
from the liver in the Alaskan R. sylvatica allows it to ex-
hibit higher reserves of glycogen for longer hibernationwhile
maintaining similar levels of plasma glucose as in theOhioan
variant.

Similar to glucose, urea acts as a cryoprotectant inR. syl-
vatica3. Compared to the Ohioan wood frogs, the Alaskan
variant has a greater concentration of total cryoprotectants
and compensates their overall slightly lower glucose con-
centration with a much higher overall concentration of
urea3. Again, this follows with the geographic differences
of Alaskan frogs needing to withstand much longer and ex-
treme temperatures than Ohioan frogs.

Secondly, urea is capable of inducing hypometabolism
in wood frogs9, 10. The sedentary nature of hibernation in-
hibits the ability of the wood frog to obtain nutrients, and
thus a lowered metabolic rate is important to conserve max-
imal energy for winter survival. This is accomplished by
increasing urea concentration in the plasma which induces
hypometabolism, but direct ureic metabolism inhibition is
only active in frogs that have undergone desiccation indica-
tive of the winter seasons10, 11. Tissues with a high urea con-
centration exhibit a decrease in metabolic activity, but even
non-urea-loaded tissues have a decrease in metabolic activ-
ity under desiccation, albeit slower10. This appears to be
an adaptation of R. sylvatica allowing them to selectively re-
duce their metabolism with urea-loading tissues which de-
creases the amount of time spent active in unfavorable con-
ditions. However, the effect of urea-loading is inconsistent
between tissues and season which could result from differ-
ences in tissue-specific enzymes and heat or desiccation ef-
fects (which varies depending on the season) on enzymes11.
Tissue-specific hypometabolism selectivity is a possible con-
tributor to ensuring the vital organs survive with enough en-
ergy to support life after the thaw.

Conclusions & Future Study

Rana sylvatica is a remarkable amphibian that owes its suc-
cess as a species to many factors. They have behaviorally
adapted to survive harsh winters by burrowing. However,
the more significant factor is their physiological shifts which
allow them to conservemaximum energy by depressing their

metabolism and freezing parts of their bodies while leaving
some organs unharmed1, 10, 3.

A lack of behavior differences between the Alaskan and
Ohioan wood frogs requires confirmation to attribute the
geographical survival variance mainly to physiological dif-
ferences. Additionally, there is lacking literature on wood
frogs outside of Alaska and Ohio to support climate adap-
tations and exclude genetic differences. Further research on
the mechanisms which allow R. sylvatica to seamlessly exit
cryogenic hibernation is recommended as the current litera-
ture is lacking. This could provide insight on preventing or
assisting in the medical recovery of frostbite and hypother-
mia if we can understand these mechanisms. Alternatively,
elective medical cryogenic hibernation is gaining popularity
as a possible future aid to treatment. Small scale applications
at the tissue or organ organization level would allow for a
widening of the human organ transplantation windowwith
a better-preserved tissue. Larger scale applications could al-
lowwhole body freezing to suspend animation in terminally
ill patients while a cure is developed. However, a major hur-
dle is that there is currently no knownmethod of recovering
tissues from cryogenic hibernation. Mimicry of the wood
frog’s cryogenic hibernation mechanisms in humans could
be one avenue to overcome this challenge.
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Abstract
With the formation of the Antarctic Polar Front 30-35 million years ago, the Antarctic notothenioids have undergone

adaptive radiation in order to survive. Many of the traits were evolved with respect to their frigid, sub-zero environment.
This paper explores the mechanisms currently used by the Notothenioidei to survive the frigid Antarctic waters. With cli-
mate change threatening to warm their formerly stable environment, the phenotype-environment correlation that has allowed
them to dominate the Southern Ocean may become their downfall in a changing environment.
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A ll around the world, numerous species will need
to adapt to changes in their environment as the
effects of climate change, such as warmer tempera-
tures, become increasingly apparent. Species that

live in thermally stable environments, such as deep in the
Southern Ocean near Antarctica, are vulnerable to minute
changes in temperature and the rates at which they occur1, 2.
The Antarctic Polar Front (APF), an oceanographic bar-
rier running between 50°S and 60°S, has thermally and ge-
ographically isolated the Antarctic waters for 30 to 35 mil-
lion years3. The APF has made the Antarctic waters a more
constant, extreme, and isolated environment than the Arctic
waters, which has led to distinct differences among the ma-
rine fauna4. Of the 25,000-28,000 fish species globally, there
are only 322 recognized species of fish that live in the South-
ern Ocean, due to the extinction event caused by the forma-
tion of the APF5, 6. Of these, 101 species are from five of the
eight families under the suborder Notothenioidei, and they
compose 92% of the fish abundance in Antarctica5, 6. These
bony, perch-like fish have undergone adaptive radiation in
the Antarctic, where many distinct species with a common
ancestor rapidly diversify to fill the ecological niches left by an
extinction event5, 7. Another major component of adaptive
radiation are the features a species develops as a result of in-
teractionswith their environment7. For theNotothenioidei,
this is seen through the development of antifreeze glycopro-
teins, and the loss of various cells in blood, heat shock pro-
tein (HSP) expression, and swim bladder to survive in the
sub-zero Antarctic environment.

Themost revolutionary mechanism the Notothenioidei
evolved is the creation of antifreeze glycoproteins (afgps),
which prevents internalized ice by lowering internal freez-

ing points8, 9. Ice enters the fish via ingestion or absorp-
tion through the skin, then internal afgps can adsorb to
the ice crystals in the gastrointestinal tract and spleen, likely
excreting the complex in the feces6. The hyposmolarity of
the stomach, intestinal, and pancreatic fluids determines the
difference between melting and freezing points, which, if
large, indicates a large presence of afgps in the organs8.
Many larval Notothenioidei do not have afgps, instead re-
lying on physical barriers from undeveloped gills and intact
outer layers to prevent ice crystals entering the body in the
first place10, 3. The eight types of afgps are now known
to be constantly synthesized in the exocrine pancreas at ap-
proximately three months post-hatching, evolving from a
trypsinogen-like protease11, 8, 3, 9. Afgps are crucial to sur-
vive in a subzero environment, but as water temperatures
warm, they will eventually no longer be needed.

Another adaptation of the circulatory system is the ab-
sence of erythrocytes, myoglobin, and haemoglobin (Hb)
in the most derived Notothenioidei family, Channichthyi-
dae, or “icefish”12, 13. Channichthyidae compensate for this
loss through increased blood volumes and larger hearts14.
The other families within Notothenioidei have reduced lev-
els of Hb with low oxygen affinities and reduced levels of
erythrocytes3, 13. These are energy-saving changes required
by the increased viscosity of blood at cold temperatures,
and are feasible due to the high solubility of oxygen at low
temperatures3. Most of the Notothenioidei are known to
have reduced metabolisms and slower heart rates from the
frigid environment, which would reduce their oxygen re-
quirements, further enabling this adaptation15, 13. With the
potential for climate changewarming thewaters and decreas-
ing the oxygen solubility, the loss of oxygen-carrying blood
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cells would become detrimental. Antarctic fishes also have
enzymes that are more efficient due to the flexibility of the
proteins and membranes from changes in the intramolecu-
lar bonds at low temperatures16, 17. This would further aid
in cold-adaptation at the cellular and tissue-levels.

In addition to losses within the circulatory system, most
notothenioids do not see expression of HSPs18. HSPs were
believed to have been lost from the notothenioids, Antarc-
tic fish are now known to have retained these genes, and are
unable to upregulate the gene in response to increased tem-
peratures as they are extremely stenothermal, only being able
to tolerate a very small range of temperatures, resulting from
living in constant conditions19. The inability to respond to
heat stress will be damaging with the imminent threat of cli-
mate change and its increasing temperatures. This is par-
ticularly documented in the emerald rockcod, Trematomus
bernacchii, as this organism is highly acclimatized to its en-
vironment and is consequently under constant cold-stress,
likely causing constant upregulation of the stress protein,
hsp7018, 19, 20. In the non-Antarctic notothenioids, hsp70
is an inducible protein, typically seeing upregulation due to
increases in temperature19. This protein assists in repairing
thermally denatured proteins, and may be permanently ac-
tivated in the Antarctic specimens in order to maintain ap-
propriate protein levels due to cold denaturing the proteins,
among other environmental stressors19, 20.

Antarctic fishes also see adaptations to the environment
at the tissue and organ level. All notothenioids have lost
the swim bladder, a characteristic likely derived from their
benthic ancestors5, 6. Some notothenioid species, for exam-
ple the Antarctic silverfish, Pleuragramma antarcticum, have
achievedneutral buoyancy in their role as secondarily derived
pelagic sit-and-wait predators, eliminating the need for con-
tinuous uplift to stay in the suspended in the water column
as an energy-conserving measure21, 5, 6. Neutral buoyancy is
achieved in these species by high lipid contents, and reduced
ossification6. Some species, for exampleP. antarcticum, have
additional specializations for buoyancy, such as lipids sacs in-
stead of adipose cells, reduced mineralization of scales, and
the retention of larval characteristics, a feature which may
also provide additional benefits such as camouflage in the
pelagic environment22, 21, 6. As climate change causes sea
ice and glaciers to melt, the ocean will experience a dilu-
tion effect, causing the water to become less dense, mak-
ing neutral buoyancy challenging1. Other organ specializa-
tions inNotothenioidei, excluding the basal family Bovichti-
dae, are aglomerular kidneys, where the lack of capillaries
likely evolved to prevent the loss of afgps through urine
and to minimize the energetic costs of resynthesizing these
glycoproteins23. Bovichtidae have a largely temperate distri-

bution, with only one species in Antarctica13. They do not
haveafgps or aglomerular kidneys,which suggests that these
are derived characters in the Antarctic notothenioids23.

Given the unique Antarctic environment created by the
APF, theNotothenioidei have hadmany diverse adaptations
arise within the past 30 to 35 million years3. This suborder
is a prime example of adaptive radiation, with the majority
of the group rapidly diversifying and modifying its pheno-
type to survive in this extreme environment23, 6. However,
withwarmerwater temperatures in the future,many of these
once-crucial adaptations will become disadvantageous. The
production of afgpswill becomeunnecessary and awaste of
energy, the loss of oxygen-carrying blood cells would become
detrimental due to increasedmetabolisms anddecreasedoxy-
gen solubility in warmer water, the inability to respond to
heat shockwould likely be lethal, and the loss of a swimblad-
der would be energetically inefficient with less dense water.
When the Southern Ocean became hostile to most species
with the formation of the AFP, the Notothenioidei rose to
the challenge. When the effects of climate change hits, will
the Notothenioidei be able to survive or will the ecosystem
of Southern Ocean once again change drastically?
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Abstract
The gray wolf (Canis lupus) is an apex predator described as a keystone species in Yellowstone National Park. Their

importance in this habitat was unknown until they were anthropogenically extirpated in the 1920s. The 75-year absence of
gray wolves in Yellowstone led to declines in biodiversity, and habitat quality, all of which is gradually returning upon wolf
reintroduction in 1995. Trophic interactions are the driving forces behind the gray wolves’ ability to directly and indirectly
provide benefits for almost all species of fauna and flora within Yellowstone National Park. This paper reviews how wolves’
trophic interactions have helped in reshaping the dynamics of Yellowstone National Park.

Keywords: GrayWolf, Apex Predator, Keystone Species, Trophic Cascade, Trophic Interaction

S pecies diversity comes in many forms yet varies be-
tween habitats. Few species have the ability to signifi-
cantly alter or affect (both directly and indirectly) the
environment in which they live1. These organisms

are known as keystone species and through their presence
or absence they have an impact on biodiversity, species rich-
ness, and the landscape and niches they occupy2. Keystone
species’ effects and interactions within the environment are
exponentially greater than their population size3. Keystone
species aremost often predatory animals able tomaintain sta-
ble population sizes of lower trophic levels, which leads to
increases in biodiversity and changes in resource abundance
and distribution. Without these species, the habitats they
maintain would be radically different or nonexistent, and
ecosystem productivity and biodiversity would decline4.

Gray wolf (Canis lupus) of Yellowstone National Park
are a prime example of an organism that is considered to
be a keystone species. Through their trophic interactions
and their status as an apex predator, wolves are able to both
successfully limit populations of large herbivorous animals
and force behavioural changes on smaller carnivores, such as
avoidance and altered foraging/hunting strategies1 .

Yellowstone National Park (Yellowstone) is an 8992 sq.
km wilderness recreational park located on the state bor-
ders of Wyoming, Montana and Idaho, USA. It was estab-
lished in 1872 making it the world’s first national park2. The
forests and meadows of this pristine habitat provide shelter
and food for the species that inhabit Yellowstone5. Some
of the more famous species of the park are the carnivorous,
predatory mammals like gray wolves and coyotes (Canis la-
trans), the omnivorous grizzly bear (Ursus arctos horribilis),

and herbivores like elk (Cervus canadensis) and beaver (Cas-
tor canadensis). The balance of predator-to-prey animals is
critical for ecosystem productivity and Yellowstone is a testa-
ment to the significant role of gray wolves in the park2.

Prior to the early 20th century, wolves were an inte-
gral part of Yellowstone. As settlement began in the early
1800s, the fear of wolves preying on livestock resulted in a
cull and subsequent extirpation by the 1920s2. The extirpa-
tion resulted in major ecosystem changes through the loss
of trophic interactions in a top-down trophic cascade1. A
trophic cascade occurs when an apex predator, such as the
wolf, changes the behaviour of their prey, the elk in this case,
through population reduction and decreased foraging time,
releasing plant species from foraging pressure and allowing
them to recover. This cascade had great effects on species
such as the elk, grizzly bears, and beavers as well as habitat
quality6, 2. With the absence of the wolves, elk overgrazed
on plants such as the willow (Salix spp.) stands along ripar-
ian systems, causing a decrease in available food for grizzly
bears and beavers7, 2. The loss of plants and root structures
along the riparian system resulted in sediment erosion along
the banks. This led to further loss of plant diversity and the
widening and change of river flow7, 2.

Wolves were reintroduced into Yellowstone after a com-
prehensive environmental impact assessment looked at the
possible implications6. Wolf reintroduction took place in
1995 and 19967, with 31 wolves coming from Canada. The
population quickly grew to 270 by the end of 20021. As
the various wolf packs settled into their new environment,
a change in Yellowstone’s habitat slowly emerged. Their eco-
logical importance as a keystone species was becoming more
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apparent as the habitat slowly returned to a pre-wolf extir-
pation state. Willow stands along the riparian zones were re-
establishing, beavers and grizzly bears were returning to their
native home range, and elk and coyote foraging behaviour
were changing6, 2.

Aswolves expanded their territorial rangewithinYellow-
stone, a changewas observed in the foraging behaviour of the
resident elk population1. Elk decreased their foraging time
on plants such as willow, aspen (Populus tremuloides), and
cottonwood (Populus angustifolia) as they became more vig-
ilant of wolf predation2, 8. With this increase in awareness of
their surroundings and decreased foraging pressure, a recov-
ery of plants began in the region.

Elk were wolves’ primary prey within Yellowstone as
they had a high abundance and pack cohesion made them
easily obtainable2, 1. The increased predation on elk has
slowly resulted in the suppression of elk aswell as their forag-
ing habitats. This has had a compounding effect on plants,
allowing regrowth and reshaping of the environment2, 1, 8.

As an apex predator, wolves interact with all trophic lev-
els directly or indirectly9. Indirectly, they interact with the
grizzly bear that is also considered an apex predator, but in
the sense that it is an omnivore8. Prior to wolf reintroduc-
tion, grizzly bear populations were affected by the overgraz-
ing of plant biomass by elk populations2, 8. In spring after
hibernation, grizzly bears need easily obtainable calories usu-
ally in the formof insects, carrion, andvegetativematerial, in-
cluding berries and grasses8. The overgrazing by elk reduces
plant biomass available to the bears and also reduces cover
required later in the season for safe foraging8.

In fall, grizzly bears enter a period of hyperphagia where
they need to store enough energy from carbohydrate rich
foods for hibernation8. This time is especially critical for fe-
male bears as they gestate, give birth, and lactate while hiber-
nating. Wolves have an indirect relationship with the grizzly
bears by directly reducing the elk population that overgraze
on essential plants needed by the bears2, 8, 10. Thewolves also
provide carrion left behind at their kill sites that grizzly bears
scavenge off of with low energetic costs, providing some of
the essential calories for winter survival2, 8.

The removal of wolves from their ecosystem negatively
affected the conservation of the fauna and flora in the re-
gion. The riparian systems; ungulate, beaver, and grizzly
bear populations; and mesopredators (coyotes) were all im-
pacted, causing a trophic cascade2, 1, 8. The removal of apex
predators can also result in a mesopredator release, where a
smaller predator such as the coyote is suppressed by a larger
predator no longer has that inhibiting effect11.

Wolves have the ability to change the behaviour of the
animals they interact with based on their predatory status.
In the presence of wolves1, coyotes changed their behaviour

and foraging habits to avoid areas populated with wolves
and their dens. These dens were previously used as hunting
grounds for coyotes after the wolves were extirpated from
Yellowstone in the early 20th century1. After wolves were
reintroduced, coyotes were deterred from foraging near the
wolf dens as the new wolf packs reclaimed these denning
areas for themselves1. An inverse relationship was also ob-
served between coyotes and small mammals inhabiting areas
nearwolf dens: as coyote populations decreased, smallmam-
mal populations increased. This correlation appears to hap-
pen because coyotes would prey upon small mammals, and
as wolves gradually reclaimed their old territory pushing the
coyotes further out, the small mammals moved back toward
the dens because of less predation pressure1.

Through trophic interactions with other trophic lev-
els and their ability to alter animal behaviour, wolves play
an integral part in their habitat. Their profound effects
they have on the ecosystem of Yellowstone have been shown
through studies and numerous ecosystem changes. With
these changes that are already apparent, it warrants further
investigation down the line to continue observations of Yel-
lowstone and how this ecosystem continues to recover from
a time of absence with wolves.
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Abstract
This review provides a comprehensive coverage of the leading evolutionary hypotheses to date on male homosexuality:

the sexual antagonism model, the tipping-point model, and the kin selection hypothesis. It does so by first, surveying the most
prominent findings on the biological causes of male homosexuality; second, discussing the effects of male homosexuality on
individual fitness; and third, outlining the currently contending evolutionary theories on male homosexuality and critically
evaluating each against current, pertinent empirical evidence. This review reveals that male homosexuality is a complex,
multifaceted phenomenon influenced by an interplay of genomic and environmental factors that may have had unique evo-
lutionary trajectories. Thus, there is likely more than one evolutionary mechanism at play responsible for the maintenance of
gay alleles in the human population. Current research largely supports the notion that the alleles responsible for male homo-
sexuality bestow fitness benefits in heterosexual carriers. The tipping-point model and sexual antagonism model, but not the
kin selection hypothesis, are in line with such evidence. Future research into the genomic underpinnings of sexual orientation
in homosexual males and its genetic equivalents in heterosexual males and females may allow for further evaluation of these
hypotheses.
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1 Introduction & Background

H omosexuality refers to sexual attraction, roman-
tic attraction, or sexual behaviour towardmem-
bers of the same sex1. As a sexual orientation,
it is the enduring pattern of sexual or romantic

attraction and behaviour toward members of the same sex1.
According to research, human sexual orientation exists along
a continuum that ranges fromexclusive homosexuality to ex-
clusive heterosexuality and includes many forms of bisexu-
ality; it does not exist as a mere heterosexual–homosexual
dichotomy2, 3, 4.

Homosexual behaviour has been documented in more
than 500 different species of animals: in various primate
species and in every major animal group (mammals, birds,
reptiles, amphibians, fish, insects, and invertebrates)5, 6, 7, 8.
This includes courtship, affection, sexual activity, pair bond-
ing, and parenting all observed in multiple settings: in the
wild, in captivity, and in the laboratory5, 6, 7, 8. Homosexu-
ality has also been documented in human societies over sev-
eral millennia and archaeological evidence (petroglyphs, an-
cient paintings, tomb figurations, etc.) has confirmed its oc-
currence prehistorically9, 10, 11. Since human sexuality varies
along a continuum, reliably measuring the prevalence of ho-
mosexuality in the human population is challenging for re-
searchers. Moreover, due to the widespread heterosexist dis-

crimination found in many societies, many homosexual in-
dividuals do not openly identify as such1. The documented
prevalence of homosexuality has been found to vary largely
over time and geographic region12. According to some sur-
veys, 2–11% of people in the West have had some form of
same-sex sexual contact in their life13. This percentage rises
to 16–20% when both same-sex behaviours and same-sex at-
tractions are considered.In a 2006 Australian study, 20% of
respondents anonymously reported some homosexual feel-
ings, althoughonly 2–3% identified themselves as exclusively
homosexual14. In the scientific community, the consensus is
that approximately 2–9% of females and 1–10% of males in
the West are exclusively homosexual12, 15. Thus, homosexu-
ality represents a small but significant sexual minority phe-
notype in humans.

The persistence of homosexuality throughout the evo-
lutionary history of primates and other animals has been
coined an “evolutionary paradox”16. Several competing
evolutionary hypotheses have attempted to shed light on
this Darwinian puzzle, however, no consensus has yet been
reached on a single, prevailing evolutionary account of the
matter17. Because most research in the scientific literature
pertains to male homosexuality and the empirical studies in-
vestigating lesbianism are sparse, the evolution of lesbianism
remains understudied. Consequently, only male homosexu-
ality will be examined in this review.
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This review is divided into three main sections: “Bio-
logical Links”, “Measures of Maladaptiveness”, and “Evolu-
tionary Perspectives”. The first section surveys the most no-
table research on the nature and causes of male homosexu-
ality from a psychobiological perspective. This provides us
with a backdrop of knowledge against which we can appro-
priately assess evolutionary explanations later on. The sec-
ond section discusses the evolutionary maladaptiveness of
male homosexuality and its effects on individual fitness. The
third section surveys the most prominent evolutionary the-
ories to date on male homosexuality and critically evaluates
each against recent empirical evidence.

1.1 Biological Links

Scientists believe that male homosexuality is the result of an
interplay of biological and intrauterine environmental fac-
tors, and that it is shaped very early in life12, 18, 19, 20. Scien-
tists generally do not believe that one’s sexual orientation is a
matter of choice12, 18, 19, 20.

1.1.1 Genetics
Studies have shown that male homosexuality is not evenly
distributed within the population but rather runs in fami-
lies, generally on the maternal line14, 21, 22. Despite numer-
ous attempts, no single “gay gene” has been identified; how-
ever, there is evidence for the presence ofmultiple contribut-
ing genetic factors for homosexuality throughout the hu-
man genome12, 23, 18, 22, 24, 25, 26, 27, 28, 29. Some association
has been foundwith theXq28 region on theX-chromosome
of homosexual males25, 28, 29. In addition, a recent study
has found a higher proportion of homosexual males with
type A blood and with Rh-negative blood than heterosexual
males24. Since these traits are controlled for by genes located
on autosomal chromosomes, this indicates a possible auto-
somal genetic contribution to the development of a homo-
sexual orientation24. However, this may also be the result
of a confounding association between blood group and the
X-linked androgen receptor gene30.

Male homosexuality has also been found to be more
common in male relatives on the same maternal line14, 21, 22.
Moreover, identical twins are more likely to share a sexual
orientation than fraternal twins12, 18, 26, 31. While some re-
search on identical twins has revealed a 50% concordance
rate for homosexuality among the siblings, other studies
have found a 20% concordance rate12, 18, 26, 31. This research
indicates that approximately a third of variation in sex-
ual orientation is attributable to genetic differences among
the siblings18, 31. Given the differences in sexual orienta-
tion in many sets of identical twins, researchers conclude
that sexual orientation cannot be attributed to genetic fac-

tors alone12, 18, 26, 31. Hypotheses addressing these differ-
ences consider epigenetic, developmental, and environmen-
tal modifiers, such as differences in intrauterine blood trans-
fusion and hormone exposure among the siblings12, 18, 26, 31.

1.1.2 Environmental Factors (Nurture)
There is no scientific evidence that the social environ-
ment after birth has an effect on an individual’s sexual
orientation12, 19, 20, 32. Likewise, there are no empirical stud-
ies that support attributing a homosexual orientation to
early abuse, trauma, family dysfunction, abnormal parent-
ing, or any other adverse life events12, 32, 33. Moreover,
there is no evidence that the use of psychological interven-
tions (i.e. conversion therapies) can change one’s sexual
orientation34, 35.

1.1.3 The Uterine Environment
Research suggests that sexual differentiation of the human
brain occurs during fetal development, programming our
gender identities and sexual orientations while we are in
the womb20, 36. Circulating testosterone from the devel-
oping testes is said to act as an organizing factor for the
developing nerve cells during a brief critical period, pro-
moting the development of permanent male-typical neu-
ronal patterns20, 36, 37. Female-typical neuronal develop-
ment is said to occur in the relative absence of this hormone
surge36, 37. Research suggests that male sexual orientation
is influenced by intrauterine factors that affect fetal testos-
terone production, thereby influencing the masculinization
of the male fetal brain19, 20, 36, 37. This is consistent with
documented observable differences in the brains of homo-
sexual and heterosexual males19, 20, 36, 37. A number of vari-
ations in brain structure have been reported between ho-
mosexual and heterosexual men, including the size of the
suprachiasmatic nucleus and INAH3 neuronal group of the
hypothalamus, with homosexual men typically exhibiting
sex-atypical dimorphisms19, 20, 36, 37, 38. These findings are
consistent with the role of the hypothalamus as a regulator
in reproductive function36. Furthermore, concentrations of
intrauterine testosteronemaybe influencedbymaternal con-
sumption of certain drugs, direct injection of the hormone,
maternal immune system reactions, and maternal stress39.
While some scientists speculate that homosexual males may
have been exposed to lower androgen levels in the womb,
others maintain that genes still undiscovered may play a role
in reduced androgen sensitivity responses inmale fetuses that
grow up to be homosexual32, 37, 40.

1.1.4 Maternal Stress
Research suggests that if a woman experiences severe emo-
tional stress during her pregnancy, the likelihood of her giv-
ing birth to a homosexual son may increase39, 41, 42, 43. This
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is said to be because circulating maternal stress hormones
(e.g. cortisol) cross theplacenta anddisrupt fetal testosterone
levels and their synchronization with neurodevelopmental
epochs41, 42, 43.

1.1.5 Fraternal Birth Order
Boys with older brothers are significantly more likely to be
homosexual, with the chance of homosexuality increasing
by about 33% with every older brother18, 19, 37, 42, 44, 45, 46.
In fact, fraternal birth order is now considered to be one
of the most reliable, cross-culturally robust epidemiological
variables identified in the study of homosexuality18, 19, 45, 46.
Consistent with this finding is that the finger length ratio be-
tween the index and ring fingers (the 2D:4D ratio), a crude
measure of prenatal exposure to testosterone, decreases as
fraternal birth order increases18, 40. To explain the fraternal
birth order finding, it has been proposed that male fetuses
provoke a maternal immune system reaction that becomes
stronger with each successive male fetus44, 45. Maternal anti-
bodies, part of this immune reaction, cross the blood–brain
barrier and attack the proteins that play a role in the mas-
culinization of the male fetal brain45.

1.2 Measures of Maladaptiveness

1.2.1 History as a Psychological Disorder
In 1952, when the American Psychiatric Association (APA)
published its first Diagnostic and StatisticalManual ofMen-
tal Disorders (DSM), homosexuality was classified as a psy-
chological disorder47. This classification was later scruti-
nized when research failed to provide an empirical basis for
its support48, 49, 50. The APA concluded that this classifica-
tion reflected untested assumptions based on once-prevalent
social norms and removed homosexuality from the DSM,
stating that it implies no impairment to general, social, or
vocational abilities47, 48, 49, 50, 51. Thereafter, the APA urged
mental health professionals to act as leaders in helping com-
bat the stigma ofmental illness that has long been attributed
to homosexual orientations48. Today, scientists and mental
health professionals agree that homosexuality poses no in-
trinsic obstacle to leading a healthy, happy, or productive life
in the full array of social institutions18, 32, 48, 49.

1.2.2 Mental Health
Male homosexual youth continue to be at an increased
risk of compromised mental health than their heterosexual
peers52, 53, 54. A recent US study interviewing a community
sample of gay youth between the ages of 16 to 20 found that
approximately 18%of gay participantsmet the diagnostic cri-
teria for major depression, 11.3% for PTSD in the past 12
months, and 31% for suicidal ideation53. When comparing
these findings to national mental health diagnosis rates for

the general population, the difference is stark: The rates for
these diagnoses andbehaviours among youth are 8.2%, 3.9%,
and 4.1%, respectively55, 56. Gay youth have also been found
to be at an increased risk of substance abuse, bullying, and
psychiatric comorbidity54. In all, researchers agree that the
compromised mental health of gay youth is the cause of so-
cial ostracism, isolation from family and peers, internaliza-
tion of negative societal stereotypes, and/or limited support
structures in place for them in society52, 53, 54.

1.2.3 Reproduction
From an evolutionary standpoint, the fundamental mal-
adaptiveness of homosexuality is evident. Homosexual in-
dividuals, most typically, do not have children of their own.
Although modern methods such as in vitro fertilization and
artificial insemination are now being used by same-sex cou-
ples to produce biological children, these methods have only
been developed in the past century and could not have been
responsible for the passing on of gay alleles throughout hu-
man history12.

1.3 Evolutionary Perspectives

1.3.1 Homosexual Individuals as “Helpers-in-the-Nest”
In the Origin of Species, Darwin described how entire fam-
ily groups or bloodlines (not just individuals) can compete
for selection57. The kin selection hypothesis of male homo-
sexuality, popularized by Wilson in 1975, posits that homo-
sexual individuals can compensate for their lack of biologi-
cal children by maximizing the reproductive success of their
family members. Thus, rather than reproducing themselves
(i.e., direct fitness), homosexual individuals enhance the re-
productive success of thosewho share their genetic code (i.e.,
indirect or inclusive fitness)58, 59. According to thismodel, al-
though the alleles that predispose individuals to a homosex-
ual orientation do not get passed on through the reproduc-
tion of homosexual individuals themselves, theymay still get
passed on to the next generation by their relatives58, 59.

Theoretically, there are many ways that homosexual in-
dividuals can be said to increase the reproductive success of
their familymembers, such as by contributing resources (eg.,
food, shelter, etc.), performing “uncle-like” activities (eg.,
taking care of offspring), and helping family members in
times of stress (eg., providing defense, supervision, resources,
or care)59, 60, 61. The kin selection hypothesis views homo-
sexual individuals as essentially “helpers-in-the-nest”58. This
hypothesis also argues that homosexual individualsmay con-
tribute substantially to the emotional wellbeing and overall
cohesion of their family60, 61. This idea is consistent with
studies showing lower levels of hostility and higher levels of
emotional intelligence, cooperation, and empathy in homo-
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sexual men15. Evolutionarily speaking, the ability of family
members to bondwith and cooperate cohesivelywithin their
familial group may have determined in many cases whether
the group survived or perished60.

The kin selection hypothesis was tested by Vasey,
Pocock, and VanderLaan on the Pacific island of Samoa
in 2007. In this island, Samoans live in a highly primi-
tive and traditional society reminiscent of the human an-
cestral past, and Samoan homosexual and transgendered
males are socially accepted by the majority of Samoans61, see
also62, 63. Vasey et al.’s 2007 study found that gay Samoan
men were significantly more willing to help their kin than
were straight, childless men, providing the first ever evidence
in support of the kin selection hypothesis. However, a later
study by Vasey and VanderLaan64 found that homosexual
men in Japan were no more generous or attentive towards
their nephews and nieces than were childless, heterosexual
men and women. More evidence against the kin selection
hypothesis later surfaced in several studies across the United
Kingdom, United States, and theWest, with homosexual in-
dividuals not found toprovidemore care or resources to fam-
ily members than their heterosexual counterparts16, 64, 65.
This remained true regardless of the types of measures used,
whether thesemeasures were subjective (e.g., feeling of close-
ness to the family) or objective (e.g., frequency of contact
with the family, distance residing from relatives, etc.)16, 64, 65.
However, researchers currently disagree onwhether these re-
sults implicating a lack of support for the kin selection hy-
pothesis could be the cause of data being gathered in mod-
ern, industrialized societies (e.g. the UK, USA, and Japan),
which are less remnant of the human ancestral environment
and are characterized by fervent social intolerance towards
homosexuals62, 63, 66.

1.3.2 Additional Functions of “Gay Alleles”
This explanation posits that the group of alleles that code for
a homosexual orientation in gay males also confer strong re-
productive advantages in heterosexual individuals, resulting
in the persistence of gay alleles in the gene pool as their suc-
cessful heterosexual carriers pass them down67, 68, 69.

1.3.3 Coding for Femininity in Males
The tipping-point model of male homosexuality, popularized
by Edward Miller, posits that the group of alleles that code
for a homosexual orientation in gaymen confer strong fitness
benefits in heterosexualmenby coding in thema certain level
of psychological femininity68. According to Miller, if only
a few of these alleles are inherited by males, their reproduc-
tive success is enhanced via the expression of attractive, albeit
feminine traits such as kindness, empathy, and sensitivity68.
However, if too many of these alleles are inherited by males,

a tipping-point is reached, at which even their mate prefer-
ences become feminized68.

Miller came up with a simplified version of his theory to
better illustrate it. He asks the reader to imagine that there
are five different genes that each help code for an individ-
ual’s place along a masculine–feminine continuum. Each of
these five genes have two respective alleles: one that pulls the
individual to the masculine side of the continuum and one
that pulls the individual to the feminine side of the contin-
uum. According to his simplified model, if a man inherits
all five of the “feminine-pulling alleles”, he will be homosex-
ual and if he inherits less than five, he will not. Homosexu-
ality would continue to persist in the human population if
a strong reproductive advantage is conferred on individuals
possessing some copies of these feminine-pulling alleles. Ac-
cording toMiller, a lowdose of these feminine-pulling alleles
significantly enhances a heterosexualmale carrier’s reproduc-
tive success. But in the less common, spontaneous occasion
that a significantly large dose of these feminine-pulling alle-
les is inherited, the male carrier’s sexual orientation is altered
and his fitness adversely affected. Nonetheless, these alleles
would continue to persist in the population if they confer an
overall reproductive advantage on their male carriers68.

Consistentwith the tipping-point hypothesis, homosex-
ual men are reported to be more sensitive, kind, and em-
pathetic than heterosexual men, which have been character-
istically deemed to be feminine attributes70. Furthermore,
studies have found that a higher level of psychological fem-
ininity in straight men is associated with a greater number
of female partners, suggesting that psychological femininity
is attractive to women71, 72. This could be because psycho-
logical femininity indicates a nurturing disposition which
could help rear offspring. In another study, researchers pre-
dicted that if the tipping-point model of male homosexu-
ality were correct, then heterosexual men with a homosex-
ual male twin should have more attractive feminine-pulling
alleles and thus more opposite-sex partners than members
of heterosexual twin pairs15. The findings of this large
community-based twin study (N=4904) supported this pre-
diction; heterosexual males with a homosexual male twin
had significantly more children, significantly more opposite-
sex partners, and were significantly younger at their first age
of intercourse thanmembers of heterosexualmale twin pairs
(p<0.001)15. The results of these and similar studies have
made the tipping-point model one of the leading evolution-
ary theories on male homosexuality to date67.

1.3.4 Coding for Femininity in Males & Females
Another possibility is that the alleles responsible formale ho-
mosexuality code for psychologically or physically feminiz-
ing traits in both men and women21, 67. The sexual antago-
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nism model suggests that an allele that is detrimental to the
fitness of one sex could be maintained in the population so
long as it is beneficial to the fitness of the other sex21. An al-
lele thatmakes its bearer attracted tomen andmore feminine
provides an obvious reproductive advantage to women, but
an obvious reproductive disadvantage to men21. This allele
would code for same-sex attraction if it appears in a male’s
genomebutwouldmaintain a net evolutionary benefit if this
occurs rarely21.

There is a significant amount of evidence for this theory.
Numerous studies have found significantly greater fecundity
in the female matrilineal relatives of homosexual men (i.e.
their mothers, aunts and grandmothers) as compared to het-
erosexualmen21, 73, 74, 75. Someother studies have also found
that the female relatives of homosexual males have signifi-
cantly fewer abortions and gestational complications than
the female relatives of heterosexual males12, 74. Moreover,
homosexualmen have been found to have an excess ofmatri-
lineal but not patrilineal male homosexual relatives as com-
pared to heterosexual men21, 73. According to researchers,
even a modest increase in the reproductive capacity of fe-
males carrying these gay alleles could easily account for their
maintenance at high levels in the population21, 76.

2 Review & Discussion

As previously mentioned, significant maternal stress during
pregnancy can disrupt fetal testosterone production and in-
crease the likelihood of giving birth to a homosexual son39.
As such, in the case of highly stressful environments, a family
would benefit from having help in providing resources, shel-
ter, and protection to its members. Additionally, because
homosexual individuals do not have offspring of their own,
this would prevent the family from becoming overburdened
with more children in the future and would allow for the
sole allocation of resources towards existing familymembers.
Thus, the kin selection hypothesis is consistent with the ma-
ternal stress finding and may argue that homosexuality is ac-
tivated epigenetically by environmental triggers linked to re-
source feedback, environmental stress, and the general need
for help-in-the-nest.

The kin selection hypothesis is also logically consistent
with the fraternal birth order finding19. If a family is already
flush with children, epigenetic switches that alter the sexual
orientations of subsequent fetuses and prevent them from
adding more offspring to the family would be evolutionar-
ily favorable19. Thus, homosexuality may be nature’s way of
ensuring that families do not have an unmanageable num-
ber of mouths to feed. A family flush with children would
also benefit from added help-in-the-nest. Moreover, avoid-

ing familial problems arising from competition for mates or
for the allocation of resources towards one’s own offspring
could improve a family’s overall health, cohesion, and suc-
cess. This could be of vital importance in times of stress,
when resources are scarce andmates not ample. Nonetheless,
if homosexuality is indeed the result of an epigenetic switch
that codes for a needed helper-in-the-nest who does not have
offspring of his or her own, why does fraternal birth order,
in particular, act to trigger such a switch but not birth or-
der more generally? Moreover, no such correlation between
birth order and homosexuality has been found for females19.
The kin selection hypothesis does not address this funda-
mental disparity.

Ultimately, the kin selection hypothesis suggests that ho-
mosexuality is a switch in reproductive strategy: a trade-off
between mating effort and alloparenting effort (i.e., parent-
ing offspring other than one’s own). However, why would
individuals intended to be alloparents be anything but asex-
ual? In insects of the order Hymenoptera (e.g., bees, wasps,
and ants), individuals that alloparent are asexual77. These
individuals do not expend any time, effort, or resources on
courtship or on pair bonding with members of the same or
opposite sex77. The kin selection hypothesis could explain
the asexuality in these bugs destined to be alloparents but
does not seem to account for homosexuality in humans.

In all, little empirical evidence has been found in sup-
port of the kin selection hypothesis. Researchers have con-
cluded that homosexual individuals generally do not provide
more care or resources to family members than heterosex-
ual individuals16, 65, 64. Moreover, the kin selection hypothe-
sis’ feasibility can be questioned from an evolutionary stand-
point. Because individuals share at most 25 percent of their
genes with their nephews and nieces, they must compensate
for every child they do not have themselves with the birth
and success of at least two nephews or nieces. This is an inef-
ficient method of passing on one’s genetic material from one
generation to the next.

As previously mentioned, the tipping-point model of
male homosexuality is supported by a variety of evidence.
One purported finding that supports this hypothesis is that
heterosexual individuals in homosexual–heterosexual twin
pairs tend to be younger at their first age of intercourse
and tend to have a greater number of opposite-sex partners
than members of heterosexual twin pairs15. However, there
may be an alternate explanation for this large-scale finding.
Throughout their life course, twins try to assert their individ-
uality and unlikeness from each another78. Thus, heterosex-
ual individuals in heterosexual–homosexual twin pairs may
experience an added pressure to act in a more heterosexual
way as compared to their twin because it is a distinguish-
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ing factor between the pair. Therefore, twin studies that
support the tipping-point hypothesis should be regarded
with scrutiny. Alternative possible study procedures may in-
volve evaluating the psychological femininity and reproduc-
tive success of the fathers and male relatives of homosexual
and heterosexual men, not just their twins. Men carrying a
greater number of feminine-pulling alleles should be more
likely to produce homosexual sons, have a higher level of psy-
chological femininity, and have had a greater number of sex-
ual partners in their lifetime. Another potential area for fu-
ture research involves investigating the applicability of the
tipping-point model to female homosexuality, i.e., whether
lesbianism is caused by way of “masculine-pulling alleles.”
Future studies can investigate whether men find masculine
traits attractive in women—analogous to how females find
feminine traits attractive in men—to determine whether the
tipping-point model is relevant to lesbianism.

The tipping-point model of male homosexuality sup-
ports a polymorphic view of male homosexuality (and male
sexuality more generally), since it suggests that multiple,
“feminizing” alleles are at play and have an additive influence
on male sexuality69. Therefore, the tipping-point model is
consistent with the fluid sexual orientation continuum that
scientists agree on today. However, the tipping-point model
does not account for the fraternal birth order finding or ma-
ternal stress finding of male homosexuality. If male homo-
sexuality is caused by way of feminine-pulling alleles, do in-
trauterine factors related to fraternal birth order and mater-
nal stress epigenetically activate these alleles? On the one
hand, the link between fraternal birth order, maternal stress,
and male homosexuality could be viewed as the result of
meaningful epigenetic action on these feminine-pulling alle-
les; making a male fetus more “feminine” after several broth-
ers are born or in times of stress may be evolutionarily favor-
able. On the other hand, the connection between fraternal
birth order, maternal stress, and male homosexuality could
be considered arbitrary, a cause of nothingmore than chance
variations that influence fetal testosterone production and
coincidentally affect the development of themale fetal brain.
Future research into the early uterine environment’s influ-
ence on fetal gene expression and its relation to sexual ori-
entation may elucidate the nature of this relationship.

As previously noted, the sexual antagonism model of
male homosexuality is supported by a variety of evidence.
However, this model cannot yet account for the relatively
low frequency of homosexuality in males21. According
to the principles of sexually antagonistic competition, the
alleles that mutually code for homosexuality in men and
increased fecundity in women should steadily increase in
prevalence in the human population over time, since fe-

males that inherit them are met with greater reproductive
success21. Thus, genotypic ratios within the sexes would be-
come altered21. This would result in the steady increase of
male homosexuality over time and could hypothetically lead
to the eventual “sterilization” of the male sex21.

However, the maintenance of male homosexuality at a
generally fixed ratio and relatively low frequency in the hu-
man population for millennia contradicts this assertion12.
To address this discrepancy, it has been proposed that these
sexually antagonistic alleles are commonly expressed in fe-
males, but only sporadically expressed in males21. However,
why there would be such an asymmetry in the expression of
these alleles among the sexes remains unclear21. In order to
move forward with this hypothesis, future genomic research
must locate these genetic associations and confirm or discon-
firm their asymmetry in expression among the sexes21.

It is also important to note that, like the tipping-point
model of male homosexuality, the sexual antagonism model
does not account for the fraternal birth order and mater-
nal stress connection to male homosexuality. Likewise, it
may view this connection as either arbitrary or epigenetically
meaningful. Future research into the early uterine environ-
ment’s influence on fetal gene expression in relation to sexual
orientation is needed to unravel the nature of this connec-
tion.

As previously mentioned, fraternal birth order increases
the likelihood of homosexuality19. This is believed to be the
result of an immune system reaction in the mother that de-
velops after several males are born and interferes with the
proteins that have a role in the masculinization of the male
fetal brain44. It is possible that this immune system reac-
tion has not been sufficiently selected against and hence elim-
inated by evolution because it can only come into play after
several siblings are born, most of whom are heterosexual and
go on to have children. Clearly this cannot solely account for
the persistence of male homosexuality throughout our evo-
lutionary history, since some individuals are born gay with-
out having any older brothers; however, it may be part of the
mechanisms at play.

3 Conclusion

Male homosexuality’s persistence in the human population
for millennia has been termed an “evolutionary paradox”16.
There are several competing evolutionary hypotheses that at-
tempt to shed light on this matter, some more supported by
evidence than others. Male homosexuality has proven to be
a complex, multifaceted phenomenon for both researchers
and evolutionary theorists alike12, 18, 63, 67, 79. Several coexist-
ing factorsmay influence the development of homosexuality
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in males, whether independently or in conjunction with one
another, and each of them may have had unique evolution-
ary trajectories12, 18. Thus, there is likely more than one evo-
lutionary mechanism at play responsible for the persistence
of gay alleles in the human population12, 18.

Current research on male homosexuality primarily sup-
ports evolutionary perspectives arguing that “gay alleles”
confer strong fitness benefits on heterosexual individuals.
The tipping-point model and sexual antagonism model are
the two most empirically supported evolutionary theories
on male homosexuality to date18, 21, 67, 69. Future research
into the genomic underpinnings of sexual orientation in ho-
mosexual males and its genetic equivalents in heterosexual
males and females may allow for further evaluation of these
hypotheses. If further research supports both the tipping-
point and sexual antagonismmodels of male homosexuality,
it may be that bothmodels account for a unique piece of the
evolutionary puzzle and must be merged into a single coher-
ent account of the matter. In all, male homosexuality has
proven to be a convoluted evolutionary phenomenon that a
substantial amount of additional research is needed to eluci-
date.
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Abstract
African elephants have historically been classified as a single species. New research into the genomic history of pro-

boscideans has confirmed that theAfrican savanna elephant (Loxodonta africana) and theAfrican forest elephant (Loxodonta
cyclotis) are in fact distinct species. The depauperate genetic variability of L. africana which may be due to a bottleneck in
their evolutionary history increases their species vulnerability. Loxodonta cyclotis is currently vulnerable and its numbers
are in sharp decline. Reclassifying these elephants as distinct species would prove useful to future studies and promote unique
conservation approaches for each species, which are likely necessary to prevent the further decline and potential extinction of
elephant populations.

Keywords: Proboscidean, Phylogeny, Species, Genetic Bottleneck, Conservation

1 Introduction

T he predecessors of modern elephants, such as
giant mammoths and mastodons, originated in
Africa and roamed throughout much of North
America and Eurasia. Comprising 164 recognized

species and subspecies1, these ancient proboscideans were
much more diverse than the modern species they gave rise
to: theAfrican elephant (Loxodonta africana) and its smaller
cousin the Asian elephant (Elephas maximus). From Carl
D. Illiger’s designation of elephants as Proboscidea in 18111
up until very recently, these two were thought to be the
only living proboscideans. However, according to genetic
evidence, African elephants actually comprise two separate
species, bringing the total number of extant proboscidean
species up to three2. The African savanna elephant (Lox-
odonta africana) and the African forest elephant (Loxodonta
cyclotis) should be classified as distinct species by conserva-
tion organizations so that both unique groups may be pre-
served. The number of elephants in Africa was estimated to
have decreased by between 104,000 and 114,000 from 2007
to 2016 due to poaching and loss of habitat3. Despite the
World Wildlife Fund listing African forest elephants (des-
ignated as a subspecies of African elephants) as vulnerable
and “in sharp decline”, there is no official estimate of their
population size. Updating the modern elephant family tree
to include a third species is an important scientific advance-
ment with implications for both elephant conservation and
future study. By recognizing forest and savanna elephants as

distinct species, conservation efforts can be designed to ad-
dress the specific needs of each species to ensure their ongo-
ing preservation. Furthermore, updating the elephant fam-
ily tree to reflect accurate data will be useful for researchers
studying both ancient and modern proboscideans.

The earliest proboscideans first appeared on the African
continent between five and ten million years ago2, 1. These
creatures were relatively small and had short trunks1, al-
though theywould eventually give rise to the larger andmore
recognizable modern elephants. The extant Asian elephant
is clearly morphologically distinct from its African relatives
with its shorter stature, smaller ears, elongated skull shape,
and straighter, more downward-facing tusks4. There are
also notable differences between the two African species, al-
though these have previously been insufficient to officially
recognize them as distinct. Loxodonta cyclotis is smaller,
has rounded ears, straighter and thinner tusks, and different
skull morphology than its savanna-dwelling cousin5. In ad-
dition, the habitat of forest elephants is much smaller than
that of savanna elephants6.

Distinguishing species based solely on morphology has
incorrectly dictated ideas of elephant evolutionary history. It
was previously1 suggested that the Asian elephant was most
closely related to an extinct species called the straight-tusked
elephant (Palaeoloxodon antiquus) based on their morphol-
ogy, but recent work2 has shown that this is unlikely. This
more precise classification of species, based not only onmor-
phology but also on phylogeny and biology, led to two
conclusions2: first that the most recent common ancestors
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Figure 1: Revised tree of phylogenetic relationships among elephant
species based on straight-tusked elephant genome analysis. Branch
lengths are not proportional to time. Data from Meyer et al.
(mrcas) are different than previously determined, and sec-
ond that there are three extant elephant species. African ele-
phants should therefore be officially recognized as two dis-
tinct species based on their morphology, phylogeny, and bi-
ology.

2 The Elephant Family Tree

Of the 164 recognized proboscidean species1, only two were
believed to be extant. However, Shoshani1 acknowledged
that there may be three living species of elephants, and later
studies outlined by Grubb et al.8 suggested that African
forest and savanna elephants should be classified separately
based on morphology. This evidence was insufficient to
justify the separate classification of African species. A re-
cent phylogenetic tree (Fig. 1) based on genomic analysis of
P. antiquus7 recognized separate African species. This was
confirmed2 by performing genetic analysis on samples from
a variety of living and extinct proboscideans.

The MRCA of the extinct straight-tusked elephant and
theAfrican forest elephant lived closer tomodern times than
did the MRCA of both modern African species (Fig. 1).
The forest elephant is therefore more closely related to P.
antiquus than it is to the concurrent savanna elephant. In
fact,L. africana andL. cyclotis have been genetically isolated,
meaning there has been no genetic exchange between their
ancestors, for approximately 500,000 years2. Since the two
African species diverged earlier in history than the forest ele-
phant and the straight-tusked elephant, they have been ge-
netically distinct species for a long period of time.

3 Modern Elephant Genetics

Palkopoulou et al.2 sequenced the genomes of 14 pro-
boscideans and aligned them to a reference genome from an
extant African savanna elephant. Different molecular fea-
tures of the data such as divergence between nucleotides and

mitochondrial diversity were used to construct phylogenetic
trees, which gave overviews of the relationships between the
genomes. This and other genetic studies of modern and ex-
tinct elephants provide two points of compelling evidence
for the existence of two distinct species in Africa.

First, there is no significant gene flow between modern
African forest and savanna elephants2, 6, 9, although there
was considerable interbreeding between ancient elephant
species2. The two types of elephants currently living in
Africa are therefore arguablymore distinct than their ancient
relatives, which are classified as separate species.

Second, despite having a smaller geographic range6 and
therefore less opportunity to accumulate genetic diversity,
forest elephants are more genetically diverse than their sa-
vanna counterparts5. Genetic samples from savanna ele-
phants were nearly identical5, indicating a genetic bottleneck
event in their past. Bottlenecks decrease genetic variability
in a species and can be extremely detrimental to species sur-
vival. Lack of genetic variation in other African animals such
as the cheetah (Acinonyx jubatus jubatus) can lead to diffi-
culty breeding in captivity, high rates of juvenile mortality,
spermatozoal abnormalities, and increased vulnerability to
zoonotic diseases10. These factors are important considera-
tions for the field of conservation biology as they can com-
plicate efforts to conserve threatened species.

4 Conclusion

Proving the existence of twoAfrican elephant species has im-
portant implications for immediate conservation efforts as
well as future scientific research. The classification of for-
est and savanna elephants as separate species will directly im-
pact conservation and management approaches by promot-
ing individualized efforts to protect each species as a distinct
group. Widely accepted data that accurately depicts the rela-
tionships between modern and extinct elephant species will
allow for more consistent data collection in the future, fur-
thering our biological understanding of the past and present.

The loss of a subspecies is not as devastating as the ex-
tinction of an entire species. Organizations such as IUCN
and the World Wildlife Fund can focus their efforts on sav-
ing bothAfrican elephant species from extinction if they rec-
ognize them as such, rather than classifying L. cyclotis as a
subspecies of African elephant. Unique conservation efforts
directed towards each species are important2, 7, 6, 9. Despite
the vulnerability of forest elephants in particular, the offi-
cial census3 paints a grim picture for all remaining elephants
in Africa, making them a broad priority for conservation ef-
forts. Separate studies of forest and savanna elephants are
required in order to better understand these unique animals
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and shape conservation approaches tailored to each. Awider
approach, based on the old single African species idea, could
result in the loss of one or both African elephant species.

Using our current knowledge of each species ecology,
we can begin to identify better conservation approaches.
African forest elephants live in dense vegetation and are
therefore difficult to identify and study without specialized
techniques such as thermal imaging11. More comprehensive
study of these elusive animals requires the use of techniques
and technologies that are customized to their behaviour. Sa-
vanna elephants are easier to observe in their open habitat
but likely require different conservation approaches due to
their limited genetic variation. Careful breeding programs
to prevent any further decrease in savanna elephant genetic
diversity would not be applicable to the more genetically di-
verse forest elephant populations. Interbreeding between
the two species, whichmay occur if they are housed together
in captivity under the assumption of belonging to a single
species, would destroy any genetic differences between the
species. If these species are not conserved separately, we may
end up losing both.

In addition to the importance this has in regard to ele-
phant conservation, accurate genetic data is critical to gen-
eral scientific inquiry and knowledge. An updated elephant
family tree will help guide future molecular studies on ge-
netics and genomic histories, as well as more traditional bi-
ological studies on the behaviour, distribution, and popu-
lation changes of African forest and savanna elephants. In
addition, the techniques used2 to determine historical rela-
tionships between proboscidean genomes can be applied to
broader studies on the genomic history of other species.

The history of elephants is more interesting and compli-
cated than once thought. Two species of elephants reside in

Africa; L. africana, the savanna elephant, and L. cyclotis, the
forest elephant. They differ in their morphology, phylogeny,
and biology. The two types have been genetically distinct
for half a million years and show different levels of genetic
diversity. They should therefore be recognized as separate
species. Additional genomic analysis of ancient specimens
can help further unravel the past while the recognition of
distinct African elephant species will shape current studies
and conservation efforts, thereby helping savemore elephant
species from extinction. Genetic study is vital to the field of
biology in terms of the past, present, and future.
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As the editors were carrying the stack of review papers ac-
cepted for publication inVolume 4, Issue 1 their skates (we’re
in Canada, eh) flew from underneath them and the papers
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3. The homosexuality review was written by Mash-
moushi.

4. The review about wolves was published immediately
after the one about homosexuality.

5. Kratzer did not write the fourth review.
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published.
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or had the sixth article published.

9. The article by Edwards was published earlier than the
one with ID 616.

10. The paper published sixth, by Steven, was published
four after the one by Wuzinski, and has a lower ID
than the one by Lindsay.

11. Beom-Jin Park’s researchwas published twopapers af-
ter Carter’s.

12. XiangZheng’s researchwas published immediately af-
ter that discussing SNPs andmore than two after Saj’s.

13. Article 613 was published before 637 or 604.
14. The paper with the largest ID was published last.
15. Zheng’s research was published five articles after the

one with ID 604.
16. Aggr, not the topic of the final publication but writ-

ten by Danielle or Michelle, has ID 637 or 670.
Done? Now, how does your attempt to recreate the publica-
tion differ from the correct Volume 4?
Got the answer? Email us at pmuser@umanitoba.ca for fame,
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